Assessment of genetic heterogeneity in structured plant populations using multivariate whole-genome regression models
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ABSTRACT

Plant breeding populations exhibit varying levels of structure and admixture; these features are likely to induce heterogeneity of marker effects across sub-populations. Traditionally, structure has been dealt with as a potential confounder, and various methods exist to ‘correct’ for population stratification. However, these methods induce a mean-correction that does not account for heterogeneity of marker effects. The animal breeding literature offers a few recent studies that consider modeling genetic heterogeneity in multibreed data using multivariate models. However, these methods have received little attention in plant breeding where population structure can have different forms. In this article we address the problem of analyzing data from heterogeneous plant breeding populations using three approaches: (a) a model that ignores population structure (A-GBLUP), (b) a stratified (i.e. within group) analysis (W-GBLUP), and (c) a multivariate approach that uses multi-group data and accounts for heterogeneity (MG-GBLUP). The performance of the three models was assessed on three different data sets: a diversity panel of rice (*Oryza sativa*), a maize (*Zea mays* L.) half-sib panel, and a wheat (*Triticum aestivum* L.) data set that originated from plant breeding programs. The estimated genomic correlations between sub-populations varied from null to moderate depending on the genetic distance between sub-populations and traits. Our assessment of prediction accuracy features cases where ignoring population structure leads to a parsimonious more powerful model as well as others where the multivariate and stratified approach have higher predictive power. In general, the multivariate approach appeared slightly more robust than either the A- or W-GBLUPs.
INTRODUCTION

The impact of population structure has been investigated for genome-wide association studies (GWAS) and genome-based prediction, where it was found to lead to false positive detected quantitative trait loci (QTL) and to have important influences on prediction accuracy (Windhausen et al. 2012, Albrecht et al. 2014, Guo et al. 2014). Population structure occurs naturally in animal, plant, and human populations due to geographic adaptation and natural selection. Especially in plant breeding programs substructure is generated between breeding groups or programs due to artificial selection and drift. Additionally in hybrid breeding, lines of different or same sub-populations may be crossed to different testers which further complicates genome-based prediction tasks (Albrecht et al. 2014). Thus, structure and/or admixture are ubiquitous in plant breeding populations.

A common approach to account for population structure has been to include marker-derived principal components into GWAS (Price et al. 2006) or into genome-based best linear unbiased prediction (GBLUP) models (Yang et al. 2010, Janss et al. 2012). However, inclusion of principal components induces a mean-correction that does not account for the fact that marker effects may be different across populations (de los Campos and Sorensen 2014). From classical quantitative genetics theory perspective it is reasonable to expect that allele substitution effects may vary between populations due to, for example, differences in allele frequency (Falconer and Mackay 1996). Additionally, even when QTL allele substitution effects are constant across sub-populations, marker effects may vary between sub-populations due to differences in marker-QTL linkage disequilibrium (LD) patterns. Therefore, there are sound theoretical reasons to believe marker effects are different between sub-populations. This brings up the question of how data from structured populations should be dealt with. So far, less attention was paid to this issue in the plant breeding genomic selection literature.

Stratified analysis. To account for heterogeneity of marker effects across sub-populations, they can simply be estimated within each population separately. However, this reduces sample size and therefore the accuracy of estimated marker effects. If marker effects are correlated across sub-populations, data of each sub-population provides information for the estimation of marker effects of the correlated populations. This borrowing of information between sub-populations can be achieved by using data from multiple sub-populations in a combined data analysis.
**Combined analysis assuming constant effects across sub-populations.** The simplest approach for a combined analysis consists of assuming that marker effects are constant across populations. This has been used, for instance, in dairy cattle where authors suggested that combining data from different breeds in the training set for genome-based prediction may increase prediction accuracy, especially for small breeds (de Roos *et al.* 2009). However, results on experimental data have not shown a clear advantage of combining different breeds over prediction within breeds (Brøndum *et al.* 2011, Erbe *et al.* 2012), perhaps suggesting that the assumption of constant marker effects across sub-populations may be too strong.

**Multivariate approach.** An intermediate approach between the two extremes above-discussed can be obtained by using multivariate models where marker effects are allowed to be different but correlated across sub-populations. This approach has been considered in animal breeding applications involving multi-breed analysis where it did not lead to a consistent improvement of prediction performance (Karoui *et al.* 2012, Olson *et al.* 2012, Makgahlela *et al.* 2013). However, less effort has been made to investigate the impact of population structure on estimation of marker effects in the context of genome-based prediction in plant breeding. While in animal breeding large clearly separated breeds exist, in plant breeding population structure can have very different forms and origins, including: combined analysis of data from multiple, connected, breeding programs, diversity panels, and differently structured mating designs which lead to various forms of multi-parental populations.

For genome-based prediction in multiple biparental maize families, Schulz-Streeck *et al.* (2012) proposed to extend the standard genomic prediction model that assumes homogeneous marker effects with interactions between markers and sub-populations. Using this approach the authors reported very similar prediction accuracies for the model including interaction effects and the model including only main effects. However, the approach adopted in the study of Schulz-Streeck *et al.* (2012) imposed important restrictions on the within and between sub-population covariance parameters as no specific covariance for each pair of sub-populations are modeled. This imposes, for instance a constant genomic variance within clusters and constant covariance (and hence correlation) between groups. A more general approach can be obtained by implementing multivariate models with un-restricted covariance matrices. Therefore, in this article we consider a multivariate Gaussian model with an unstructured covariance matrix for genomic effects. The model yields estimates of covariance parameters that can be used to quantify genetic correlations between sub-populations.
Furthermore it provides predictions of breeding values and of marker effects that can be used to predict the genetic merit of each individual when mated with randomly chosen individuals of any of the sub-populations. We implement the model in a Bayesian framework and apply this multivariate approach to three plant data sets that have different degrees of genetic differentiation between groups. The first data set is a rice (*Oryza sativa*) diversity panel which contains four sub-populations from different origins (Zhao et al. 2011); the materials in the different origins are fairly distant from a genetic stand point. Therefore, results from this data set are relevant for cases where the researcher considers whether to analyze jointly or separately materials of highly differentiated origins. The second data set originates from the CIMMYT wheat (*Triticum aestivum* L.) breeding program (Crossa et al. 2010) and contains 1279 wheat lines which can be clustered into two sub-populations. The two sub-populations have significant levels of genetic differentiation but are not as differentiated as in the case of the rice data set. Results from this data set are relevant for cases when one considers whether to analyze jointly or separately data from different breeding programs that maintain some level of exchange of genetic materials. This situation can be encountered in organizations such as CIMMYT or large corporations that have more than one breeding program. Finally our third data set is a half-sib maize (*Zea mays* L.) panel including 10 biparental families with one common parent (Lehermeier et al. 2014). In all three data sets we compare the multivariate approach with the stratified analysis and with a combined analysis that assumes homogeneity of marker effects.

The multivariate approach allows estimating genomic correlations between sub-populations for each trait; these parameters can be used as a trait-specific measure of genetic similarity between sub-populations. We analyzed a diverse array of situations, including very distantly related and more closely related sub-populations and, although we found an association between genomic correlations and genetic distance, we also found important differences between traits suggesting that the degree of similarity in the underlying genetic architecture between sub-populations varies between traits. In terms of prediction accuracy, our results indicate that no single method is best across traits and sub-populations. Importantly, the multivariate method was either the best performing method or, more often, it tended to perform close to the best method.
MATERIAL AND METHODS

We begin this section with a description of three methods that can be used for the analysis of data from structured populations. This is followed by a description of the data used and the data analysis conducted.

Statistical Methods

Assume we have phenotypes, \( y = \{ y_i \} \) \((i = 1, \ldots, n)\) and genotypes \( X = \{ x_{ij} \} \) \((i = 1, \ldots, n; j = 1, \ldots, p)\) for \( p \) markers collected at \( n \) individuals, and suppose that these individuals can be clustered into \( K \) genetic groups each of size \( n_k \) \((k = 1, \ldots, K; \sum_{k=1}^{K} n_k = n)\). Our objective is to estimate marker effects and functions thereof, and to this end we consider three possible approaches: (i) whole-genome regression assuming that marker effects are constant across groups (A-GBLUP). This approach uses all available data; however, estimates of marker effects might be inconsistent because they are forced to be identical for each sub-population. A second possible approach (W-GBLUP, a ‘stratified analysis’) consists of regressing phenotypes on genotypes within groups. This allows for population-specific marker effects. However, a stratified analysis reduces sample size which reduces the precision of estimates. A third approach (MG-GBLUP) would be to regress phenotypes on markers using multivariate methods which allow for population-specific marker effects that can be correlated between sub-populations. This approach combines desirable features of A-GBLUP and W-GBLUP: it allows for sub-population-specific marker effects and, at the same time, exploits the full sample size by borrowing of information between sub-populations.

A-GBLUP (regression assuming homogeneity). A-GBLUP is defined assuming that data come from a homogeneous population; therefore this model assumes common marker effects for all sub-populations that is

\[
\begin{pmatrix}
  y_1 \\
  y_2 \\
  \vdots \\
  y_K
\end{pmatrix}
= 
\begin{pmatrix}
  1_{n_1} \mu_1 \\
  1_{n_2} \mu_2 \\
  \vdots \\
  1_{n_K} \mu_K
\end{pmatrix}
+ 
\begin{pmatrix}
  X_1 \\
  X_2 \\
  \vdots \\
  X_K
\end{pmatrix} \beta_0 + 
\begin{pmatrix}
  \varepsilon_1 \\
  \varepsilon_2 \\
  \vdots \\
  \varepsilon_K
\end{pmatrix},
\]

where \( y_k \) \((k=1,\ldots,K)\) is the \( n_k \)-dimensional vector of phenotypic values of sub-population \( k \), \( X_k \) \((k=1,\ldots,K)\) is the \((n_k \times p)\)-dimensional matrix of genotype scores of sub-population \( k \), \( \mu_k \) \((k=1,\ldots,K)\) are sub-population-specific intercepts, \( \beta_0 \) is the \( p \)-dimensional vector of marker effects common for all \( K \) sub-populations, \( \varepsilon_k \) is an \( n_k \)-dimensional vector of residuals belonging to sub-population \( k \). Marker genotypes were centered and standardized by
subtracting from the original genotype codes the sample mean and dividing by the sample standard deviation. In A-GBLUP, residuals are assumed to be uncorrelated within sub-populations as well as across sub-populations. Further they are assumed to follow a normal distribution with mean 0 and sub-population-specific variance: $\mathbf{\varepsilon}_k \sim \text{MVN}_{n_k \times n_k}(\mathbf{0}, \mathbf{I}\sigma^2_{\varepsilon_k})$, $(k = 1, \ldots, K)$. In a Bayesian context different prior settings have been proposed for the estimation of the marker effects (de los Campos et al. 2013). We concentrate here on the Ridge regression model, where marker effects are assumed to follow a conditional normal distribution with common variance for all effects $\beta_0_j$ ($j = 1, \ldots, p$): $\beta_0_j | \sigma^2_{\beta} \sim N(0, \sigma^2_{\beta})$. This model can be reformed in the analogous genome-based best linear unbiased prediction (GBLUP) model:

$$
\begin{pmatrix}
  \mathbf{y}_1 \\
  \mathbf{y}_2 \\
  \vdots \\
  \mathbf{y}_k
\end{pmatrix} =
\begin{pmatrix}
  \mathbf{1}_{n_1} \mu_1 \\
  \mathbf{1}_{n_2} \mu_2 \\
  \vdots \\
  \mathbf{1}_{n_K} \mu_K
\end{pmatrix} +
\begin{pmatrix}
  \mathbf{g}_1 \\
  \mathbf{g}_2 \\
  \vdots \\
  \mathbf{g}_K
\end{pmatrix} +
\begin{pmatrix}
  \mathbf{\varepsilon}_1 \\
  \mathbf{\varepsilon}_2 \\
  \vdots \\
  \mathbf{\varepsilon}_K
\end{pmatrix},
$$

where $\mathbf{g}_k$ $(k = 1, \ldots, K)$ is the $n_k$-dimensional vector of genomic effects of sub-population $k$. Here, the complete vector $\mathbf{g} = (\mathbf{g}_1', \ldots, \mathbf{g}_K')'$ is assumed to follow: $\mathbf{g} | \sigma^2_{g} \sim \text{MVN}_{n \times n}(\mathbf{0}, \mathbf{G}\sigma^2_{g})$, where $\mathbf{G} = \frac{1}{p} \mathbf{XX}'$ is a genomic relationship matrix with $\mathbf{X}$ as the complete marker matrix defined as before and $\sigma^2_{g}$ is a genomic variance. For $\sigma^2_{g}$ we assign a scaled inverse-$\chi^2$ prior distribution with $df_1$ degrees of freedom and scale parameter $S_1$: $\sigma^2_{g} \sim \chi^{-2}(df_1, S_1)$. The other variables are defined as above. For the residual variances $\sigma^2_{\varepsilon_k}$ also a scaled inverse-$\chi^2$ prior distribution was used: $\sigma^2_{\varepsilon_k} \sim \chi^{-2}(df_0, S_0)$.

**W-GBLUP (stratified analysis).** W-GBLUP estimates marker effects within each sub-population $k$ separately:

$$
\mathbf{y}_k = \mathbf{1}_{n_k} \mu_k + \mathbf{X}_k \beta_k + \mathbf{\varepsilon}_k.
$$

Here, $\mathbf{y}_k$ $(k = 1, \ldots, K)$ and $\mathbf{X}_k$ $(k = 1, \ldots, K)$ are defined as before, and $\beta_k$ $(k = 1, \ldots, K)$ is the $p$-dimensional vector of marker effects specific for sub-population $k$. As in A-GBLUP, marker effects and model residuals are assumed to be normally distributed. Model residuals are assumed to be uncorrelated within and across sub-populations as in A-GBLUP. Similarly, for the fully stratified analysis also marker effects are assumed to be uncorrelated across sub-populations, therefore: $\beta_k | \sigma^2_{\beta_k} \sim \text{MVN}_{p \times p}(\mathbf{0}, \mathbf{I}\sigma^2_{\beta_k})$. 
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As with A-GBLUP, the stratified model can be parameterized as a GBLUP model, but here the vectors of genomic effects for each sub-population $\mathbf{g}_k$ ($k = 1, \ldots, K$) are assumed to follow different independent normal distributions: $\mathbf{g}_k | \sigma^2_{\mathbf{g}_k} \sim \text{MVN}_{n_k \times n_k} (\mathbf{0}, \mathbf{G}_k \sigma^2_{\mathbf{g}_k})$ where $\mathbf{G}_k$ is a genomic relationship matrix describing realized relationships at markers among individuals of the $k$-th sub-population and $\sigma^2_{\mathbf{g}_k}$ is a genomic variance parameter. As in A-GBLUP, scaled inverse-$\chi^2$ prior distributions are assigned to the variances $\sigma^2_{\mathbf{g}_k}: \sigma^2_{\mathbf{g}_k} \sim \chi^{-2}(d_{f_1}, S_1)$ and to the residual variances: $\sigma^2_{\mathbf{e}_k} \sim \chi^{-2}(d_{f_0}, S_0)$.

**MG-GBLUP (multivariate analysis).** The multivariate model estimates population-specific marker effects like the stratified model; however, the multivariate analysis allows for correlations of effects between groups. The data equations are:

\[
\begin{pmatrix}
y_1 \\
y_2 \\
\vdots \\
y_K 
\end{pmatrix}
= \begin{pmatrix}
\mathbf{1}_{n_1 \times 1} \\
\mathbf{1}_{n_2 \times 1} \\
\vdots \\
\mathbf{1}_{n_K \times 1}
\end{pmatrix} \beta_1 + \begin{pmatrix}
\mathbf{X}_1 \\
\mathbf{X}_2 \\
\vdots \\
\mathbf{X}_K
\end{pmatrix} \beta_2 + \begin{pmatrix}
\mathbf{e}_1 \\
\mathbf{e}_2 \\
\vdots \\
\mathbf{e}_K
\end{pmatrix}.
\]

As with the stratified analysis, residuals are assumed to be uncorrelated and to follow a normal distribution with sub-population-specific residual variances: $\mathbf{e}_k \sim \text{MVN}_{n_k \times n_k} (\mathbf{0}, \mathbf{I}_{n_k} \sigma^2_{\mathbf{e}_k})$. Sub-population-specific residual variance components are assigned the same scaled inverse-$\chi^2$ prior distributions for all $k=1,\ldots,K$: $\sigma^2_{\mathbf{e}_k} \sim \chi^{-2}(d_{f_0}, S_0)$. The joint prior distribution for the complete vector of residuals $\mathbf{e} = (\mathbf{e}_1', \ldots, \mathbf{e}_K')'$ becomes

\[
p(\mathbf{e}, \sigma^2_{\mathbf{e}_1}, \ldots, \sigma^2_{\mathbf{e}_K}) = \prod_{k=1}^{K} \prod_{i=1}^{n_k} N(\varepsilon_{k,i} | 0, \sigma^2_{\mathbf{e}_k}) \chi^{-2}(\sigma^2_{\mathbf{e}_k}, d_{f_0}, S_0).
\]

In the multivariate model, marker effects $\mathbf{b} = (\beta_1', \beta_2', \ldots, \beta_K')$ are assumed to follow a multivariate normal distribution with: $\mathbf{b} \sim \text{MVN}_{K \times p \times K \times p} (\mathbf{0}, \mathbf{B} \otimes \mathbf{I}_{p \times p})$; here, $\otimes$ denotes the Kronecker product, and $\mathbf{B}$ represents a within-marker covariance matrix of effects:

\[
\mathbf{B} = \begin{pmatrix}
\sigma^2_{\beta_1} & \sigma_{\beta_{12}} & \ldots & \sigma_{\beta_{1K}} \\
\sigma_{\beta_{21}} & \sigma^2_{\beta_2} & \ldots & \sigma_{\beta_{2K}} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{\beta_{K1}} & \sigma_{\beta_{K2}} & \ldots & \sigma^2_{\beta_K}
\end{pmatrix},
\]

where $\sigma_{\beta_{jk}}$ ($j=1,\ldots,K; k=1,\ldots,K; j \neq k$) is the covariance between marker effects of sub-population $j$ and $k$. This model can also be parameterized as a GBLUP model. Here we need to form an augmented $(n \times K)$-dimensional vector containing the genomic values of each individual in each group, that is $\mathbf{g}^* = (\mathbf{g}^*_1', \mathbf{g}^*_2', \ldots, \mathbf{g}^*_K')$; here $\mathbf{g}_k = \mathbf{X} \beta_k$ where
\( \mathbf{X} = (\mathbf{X}_1', \mathbf{X}_2', \ldots, \mathbf{X}_k')' \) is a matrix containing all the genotypes in the sample. Therefore, the augmented vector of genomic values can be expressed as \( \mathbf{g}^\ast = (\mathbf{I}_{k \times k} \otimes \mathbf{X}) \mathbf{B} \). Because \( \mathbf{g}^\ast \) is a linear combination of a vector of marker effects that follows a MVN distribution, \( \mathbf{g}^\ast \) itself follows a MVN distribution. Therefore:

\[
E(\mathbf{g}^\ast) = (\mathbf{I}_{k \times k} \otimes \mathbf{X})E(\mathbf{B}) = \mathbf{0} \\
\text{and} \\
Cov(\mathbf{g}^\ast) = (\mathbf{I}_{k \times k} \otimes \mathbf{X})(\mathbf{B} \otimes \mathbf{I}_{p \times p})(\mathbf{I}_{k \times k} \otimes \mathbf{X}') = (\mathbf{B} \otimes \mathbf{X})(\mathbf{I}_{k \times k} \otimes \mathbf{X}') = (\mathbf{B} \otimes \mathbf{XX}') = (\mathbf{\Sigma}_g \otimes \mathbf{G}),
\]

respectively. Therefore:

\[
\mathbf{g}^\ast | \mathbf{\Sigma}_g \sim \text{MVN}(\mathbf{0}, \mathbf{\Sigma}_g \otimes \mathbf{G}) \quad \text{where} \quad \mathbf{\Sigma}_g = \mathbf{Bp} \quad \text{is the genomic variance-covariance matrix among sub-populations:}
\]

\[
\mathbf{\Sigma}_g = \\
\begin{pmatrix}
\sigma^2_{g1} & \sigma_{g12} & \cdots & \sigma_{g1k} \\
\sigma_{g21} & \sigma^2_{g2} & \cdots & \sigma_{g2k} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{gk1} & \sigma_{gk2} & \cdots & \sigma^2_{gk}
\end{pmatrix}.
\]

Only some of the entries of \( \mathbf{g}^\ast \) are linked to phenotypes, therefore:

\[
\begin{pmatrix}
\mathbf{y}_1 \\
\mathbf{y}_2 \\
\vdots \\
\mathbf{y}_k
\end{pmatrix} = \\
\begin{pmatrix}
\mathbf{1}_{n_1 \times 1} \\
\mathbf{1}_{n_2 \times 1} \\
\vdots \\
\mathbf{1}_{n_k \times 1}
\end{pmatrix} \mu_1 + \\
\begin{pmatrix}
\mathbf{Z}_1 \mathbf{g}^*_1 \\
\mathbf{Z}_2 \mathbf{g}^*_2 \\
\vdots \\
\mathbf{Z}_k \mathbf{g}^*_k
\end{pmatrix} + \\
\begin{pmatrix}
\mathbf{e}_1 \\
\mathbf{e}_2 \\
\vdots \\
\mathbf{e}_k
\end{pmatrix},
\]

where \( \mathbf{Z}_k \) are matrices linking phenotypes with the entries of \( \mathbf{g}^*_k \); each of these matrices has \( n_k \) rows and \( n \) columns. To complete the Bayesian model an inverse-Wishart prior distribution is assigned to \( \mathbf{\Sigma}_g \):

\[
\mathbf{\Sigma}_g \sim W^{-1}(\mathbf{\Psi}, \nu),
\]

with scale matrix \( \mathbf{\Psi} \) and degrees of freedom \( \nu \).

It is worth noting that the W-GBLUP and A-GBLUP models can be seen as special cases of the MG-GBLUP. Indeed, the W-GBLUP and MG-GBLUP models are equivalent when \( \mathbf{\Sigma}_g \) is a diagonal matrix. And the MG-GBLUP and A-GBLUP become equivalent when all entries of \( \mathbf{\Sigma}_g \) are equal, that is \( \mathbf{\Sigma}_g = \mathbf{11}'\sigma^2_g \); this corresponds to constant genomic variance and unit correlations between sub-populations. In the MG-GBLUP all those parameters are estimated from data; therefore, in principle, the MG-GBLUP has potential for accommodating all possible situations, from the W-GBLUP to the A-GBLUP and situations in between.
Data Sets

We investigated the three models described above using three differently structured data sets, which will be described in the following.

The rice data set

This data set comes from a worldwide collected diversity panel of 413 inbred accessions of *Oryza sativa* (Zhao et al. 2011), which is publicly available under http://www.ricediversity.org/data/ and has been investigated for genome-based prediction before (Wimmer et al. 2013, Isidro et al. 2014). Zhao et al (2011) classified the rice lines in five sub-populations (AUS, Indica/IND, Temperate Japonica/TEJ, Tropical Japonica/TRJ, and Aromatic) and one admixed group of lines which could not be assigned to a specific group. For our analyses we excluded the 14 lines of the smallest subgroup aromatic and the 62 admixed lines which could not be assigned to specific groups. The rice varieties were genotyped with an Affymetrix 44K single nucleotide polymorphism (SNP) chip. After quality control and imputation of missing values by Zhao et al. (2011) and Wimmer et al. (2013), 36,858 polymorphic SNPs were available for the 312 lines used in this study. The diversity panel was phenotyped for 34 traits, in our study we concentrate on the traits plant height, flowering time, and panicle length, which were also analyzed in Wimmer et al. (2013).

The maize data set

The maize data set was recently analyzed and published by Bauer et al. (2013) and Lehermeier et al. (2014). In this study we concentrate on the 841 phenotyped and genotyped lines from the dent heterotic group as described in Lehermeier et al. (2014). Here, doubled haploid (DH) progenies were generated from crosses with the common dent parental line F353 and 10 diverse dent founder lines leading to 10 half-sib families with 53 to 104 full-sib progenies per family. DH lines were phenotyped as testcrosses with one common flint tester line (UH007). Field trial design and phenotypic data analysis is described in detail in Lehermeier et al. (2014). In this study, we concentrate on adjusted means of the traits dry matter yield (DMY, dt/ha) and dry matter content (DMC, %). The DH lines and parental lines were genotyped with the Illumina MaizeSNP50 BeadChip. Quality control and imputation of missing values is described in Lehermeier et al. (2014). A total of 32,801 high-quality polymorphic SNP markers were used for further analyses.
The wheat data set

The wheat data set contains 599 wheat lines from the CIMMYT Global Wheat Breeding program and is publicly available within the BGLR R package (Pérez and de los Campos 2014). The lines were genotyped with 1447 binary Diversity Array Technology (DArT) markers (Wenzl et al. 2004). Markers with allele frequency < 0.05 were removed and missing genotypes were imputed using Bernoulli samples as described by Crossa et al. (2010). A total of 1279 markers were used for further analyses. The trait average grain yield was collected for all lines in four environments (E1-E4). While for the rice and the maize data the assignment to sub-populations was predefined by Zhao et al. (2011) and by the crossing scheme, respectively, in the wheat data set sub-populations were inferred from the marker genotypes using the PSMix software (Wu et al. 2006). PSMix infers clusters using the EM algorithm applied to genotypes; for confirmatory purposes we computed the first two eigenvectors of the matrix $G$ using the eigen() function of R and plotted with cluster-specific colors the loadings in the first two marker-derived principal components.

Data Analysis

In all three data sets, phenotypes and markers were standardized across sub-populations to a zero mean and sample variance of one. A-GBLUP and W-GBLUP were implemented using the BGLR (v 1.04) R package (Pérez and de los Campos 2014). The scripts used for fitting these models are provided in the Supporting File S1. MG-GBLUP was implemented using a Gibbs sampler programmed in R (R Core Team 2014). The algorithm uses the eigenvalue decomposition of matrix $G$; this leads to an orthogonal representation of the model that simplifies computations greatly (de los Campos et al. 2010, Janss et al. 2012). The software is available in github (https://github.com/QuantGen/MTM). Further details about the algorithm and scripts that illustrate how models were fitted are provided in the Supporting File S1.

The hyper-parameters of the prior distributions of the variance components were chosen to obtain relatively flat priors with prior mode of the residual and genomic variances equal to 0.5 (50% of the sample variance of phenotypes). To achieve a relatively un-informative prior, in A-GBLUP and W-GBLUP the degree of freedom hyper-parameters of the scaled inverse-$\chi^2$ distributions assigned to variance parameters were all set to 4. In the parameterization used in BGLR the prior mode of the scaled inverse-$\chi^2$ is $\text{mode}(\sigma^2) = \frac{s}{df+2}$; therefore, in the uni-
variate models, the scale parameters were set to $S = \frac{df+2}{2}$. In MG-GBLUP the degrees of freedom of the inverse-Wishart distribution were set to $v = K + 3$, where $K$ is the number of sub-populations, and the scale matrix $\Psi$ was diagonal with entries equal to $0.5(v + K + 1)$. This choice of hyper-parameters yields marginal prior distributions equal to the scaled inverse-$\chi^2$ prior distributions used in A-GBLUP and W-GBLUP.

**MCMC samples** from the posterior distributions were obtained using Gibbs sampling. A total of 300,000 samples were collected; the first 100,000 samples were discarded as burn in and the remaining 200,000 samples were thinned by keeping only every other sample of the post burn in samples. Thus, posterior means and posterior standard deviations were estimated using 100,000 samples.

**Inferences on variances and covariances.** Models were fitted to the entire data sets to obtain estimates of variance components. For every model we report posterior mean estimates of the genomic variance $\sigma^2_{g_k}$, the residual variance $\sigma^2_{e_k}$, and the genomic heritability $h^2_k$ for each sub-population $k$ ($k=1,\ldots,K$). Posterior means and standard deviations of genomic heritabilities $h^2_k$ ($k=1,\ldots,K$) were calculated based on the 100,000 thinned post burn in samples of $\sigma^2_{g_k}$ and $\sigma^2_{e_k}$ by $\frac{\sigma^2_{g_k}}{\sigma^2_{g_k}+\sigma^2_{e_k}}$. For A-GBLUP $\sigma^2_{g_k}$ is common for all sub-populations. For MG-GBLUP we calculated posterior means of genomic correlations $\rho_{g_{jk}}$ ($j=1,\ldots,K; k=1,\ldots,K$) based on the 100,000 Gibbs samples as $\rho_{g_{jk}} = \frac{\sigma^2_{g_{jk}}}{\sqrt{\sigma^2_{g_{jk}}/\sigma^2_{g_k}}}$.

**Assessment of prediction accuracy.** To investigate the prediction performance of the three models we randomly sampled 50% of the lines of each sub-population to form the training set and the rest of the lines formed the test set. Genotypic and phenotypic data of the training set were used to estimate model parameters. The prediction performance of each model was then evaluated within each sub-population $k$ ($k=1,\ldots,K$) as correlation of observed phenotypic values and predicted genomic values of the lines of sub-population $k$ which were in the test set. MG-GBLUP estimates $K$ different genomic values for each line, where the estimated values $g^*_k$ are specific for sub-population $k$ and were used as estimated values for the lines belonging to sub-population $k$. This cross-validation procedure was randomly repeated 100 times; thus, for every trait, sub-population, and model we had 100 estimates of the within-sub-population correlation between predictions and observed phenotypes. From this we report the average correlation and approximate p-values for pairwise comparisons of prediction
accuracy between models based on paired t-tests applied after transformation of the correlations using Fisher’s Z-transforms.

RESULTS

We begin this section by presenting descriptive information about the genotypes and phenotypes in each of the data sets. Subsequently we introduce estimates of variance components and of prediction accuracy.

Assessment of population sub-structure

**Rice data set.** Figure 1 displays the loadings of each of the rice lines on the first two marker-derived principal components (PCs) of the $G$ matrix and Figure S1 shows the eigenvalues of $G$, expressed as cumulative sum of variance explained. The four rice sub-populations AUS, Indica (IND), Temperate Japonica (TEJ), and Tropical Japonica (TRJ) can be clearly identified based on the first two PCs. The first PC, which explains 37.7% of the genotypic variance (see Figure S1), clearly separates TEJ and TRJ from AUS and IND, which can also be identified as two separate sub-groups based on PC1, but seem to represent a continuum rather than two separate clusters. The second PC separates AUS and IND. The heatmap of the relationship matrix $G$ (Figure S2) also shows a higher mean relatedness within sub-populations than between sub-populations, whereas relatedness between AUS and IND (mean 0.23) as well as between TEJ and TRJ (mean 0.15) is higher than across those two main groups (mean -0.32). In this data set, the first two PCs explained 50% of the sum of the eigenvalues indicating the presence of a clear and strong substructure in the rice data.

**Maize data set.** Genotypic relatedness of the maize dent lines is described in detail in Bauer et al. (2013) and Lehermeier et al. (2014). Figure 2 shows the loadings of each of the lines in the first two PCs of the $G$ matrix. In brief, the DH lines clustered mainly according to the origin of their respective founder lines, where the first PC separated families descending from the Hohenheim breeding program (D06, D09, and UH250) from the remaining families. The heatmap of the relationship matrix (Figure S3) shows, as one could predict, a higher relatedness among lines originating from the same cross than among lines originating from different crosses. Lines among families D06, D09, and UH250 show a relatively high relatedness with each other as these founder lines are related. The percentage of variance explained by the first two [five] PCs in this data was 15% [30%]; therefore, although this data
set also shows a clear genetic sub-structure, the proportion of molecular variance explained by this sub-structure is much smaller than in the rice data set.

**Wheat data set.** The first two PCs of the $G$ matrix from the wheat lines are visualized in Figure 3. Both identified clusters were mainly separated by the first PC, explaining 11.3% of the molecular variance (see Figure S1). The mean genotypic relationship (heatmap of $G$ shown in Figure S4) is considerably higher within clusters than across the two clusters, whereas on average lines within cluster 2 (0.14) are higher related than within cluster 1 (0.07). Although the wheat data set also shows a clear sub-structure, among the three data sets included in this study, this is the one with the least proportion of variance explained by the top five PCs (26%, see Figure S1).

**Phenotypic analysis**

**Rice data set.** The distribution of the phenotypic traits flowering time, plant height, and panicle length for the four rice sub-populations is visualized with boxplots in Figure S5. Population AUS shows the earliest mean flowering time with the smallest range across all sub-populations. IND has the latest mean flowering time and together with TEJ the largest range with more than 190 days. IND shows also for the other traits a high variation, especially for plant height, whereas AUS shows considerably less variation for plant height than the other sub-populations. Lines of sub-population TEJ show, on average, shorter plant height and panicle length compared to the other sub-populations. Phenotypic correlations between traits (Figure S6) were positive within all sub-populations, but quite low for population IND among all traits. Generally, correlations between flowering time and the other two traits were quite low and in a medium range between plant height and panicle length.

**Maize data set.** The distribution of adjusted means of DMY and DMC of the maize lines is visualized by boxplots in Figure S7. A similar variation of phenotypic values was observed for all families. Mean yield ranged from 176.16 (W117) to 194.70 (F618) and mean DMC from 33.08 (B73) to 37.99 (F252). Generally, DMY and DMC are negatively correlated (Figure S8), but within some families the correlation was close to zero.

**Wheat data set.** Figure S9 shows the distribution of standardized grain yield values of both wheat clusters in the four environments by boxplots. On average, cluster 1 shows higher grain yield in all environments. Both clusters show a quite similar variation of phenotypic values, only in environment 3 cluster 2 shows a higher variation in phenotypic values than cluster 1. Figure S10 shows the correlations of phenotypic values between grain yield across
environments. Environment 1 performs quite different from the other three environments, where correlations of phenotypic values in environment 1 with the other environments are very low or even negative. Phenotypic values of the other three environments are positively correlated (≥ 0.37), especially environment 2 and 3 show a high correlation (≥ 0.61).

**Variance components**

*Rice data set.* Genomic and residual variance components estimates as well as genomic heritability estimates obtained with each of the models are presented for the rice data in Table 1. A-GBLUP estimated one common genomic variance component for all sub-populations, so estimates here are identical for all sub-populations. However, results from W-GBLUP and MG-GBLUP show that the assumption of common genomic variance components for all sub-populations does not hold; indeed, results from these two models suggest important differences in genomic variances for a given trait across sub-populations. This is particularly clear for flowering time. Here, sub-population TEJ shows a noticeably higher genomic variance compared to the other groups. The estimated residual variances were very similar for the W-GBLUP and MG-GBLUP; however, as one would expect, given the relatively low estimated genomic correlations the A-GBLUP model tended to give consistently higher estimates of the residual variance, reflecting worse fit than the W- and MG-GBLUP. Overall, estimates of variance components and heritabilities did not show large differences between the models W-GBLUP and MG-GBLUP, but MG-GBLUP yielded for all sub-populations and traits consistently higher heritability estimates than W-GBLUP.

Posterior mean estimates of genomic correlations of the four rice sub-populations from MG-GBLUP are shown for the three traits in Figure 4. Estimated genomic correlations are close to zero and have high posterior standard deviations. Only for the trait plant height IND and TRJ show an estimated genomic correlation higher than 0.1 (0.16 ± 0.31). For flowering time TEJ and TRJ had a negative genomic correlation estimate (-0.15) but the posterior standard deviation is high (0.33); therefore this estimate cannot be regarded as smaller than zero.

*Maize data set.* The estimated variance components and genomic heritabilities obtained with this data set are given in Table 2. In A-GBLUP the common genomic variance for all maize families were estimated to be 0.75 (±0.11) for DMY and 0.54 (±0.07) for DMC. Although there were differences in the estimated error variance of the different models, the magnitude of the differences were considerably smaller than those observed in the rice data.
set. This is likely to happen because in this population the estimated genomic correlations were relatively high (see next paragraph); this makes the A-GBLUP not that different from the MG-GBLUP. MG-GBLUP yielded higher estimates of genomic heritability than the other two models. For DMY, genomic heritability estimates varied from 0.49 [0.64] for family W117 to 0.78 [0.83] for family F252 estimated by W-GBLUP [MG-GBLUP], respectively. For DMC, EC169 showed the lowest heritability with 0.60 [0.76] estimated using W-GBLUP [MG-GBLUP]. Finally, F618 showed the highest heritability estimate with 0.79 [0.85] estimated by W-GBLUP [MG-GBLUP].

Estimated genomic correlations between the maize families are given in Figure 5 for both traits DMY and DMC. The estimated genomic correlations between families were much higher than those obtained with the rice data set; however, in all cases the estimated genomic correlations were considerably lower than 0.5, suggesting a great extent of marker-by-family interaction. The estimated genomic correlations between families were of the order of 0.2 for most comparisons for the trait DMY. Correlation estimates above 0.3 were observed for D06, D09, and UH250. Family UH304 showed genomic correlations close to zero with all other families and Mo17 also showed quite low correlations with the other families. Generally, families showed lower genomic correlations for DMC than for DMY with the exception of UH304. Due to small within-family sample size, and relatively weak genomic relationships between families, all the estimated genomic correlations had large posterior standard deviations.

Wheat data set. For the wheat data, estimated variance components, genomic heritabilities, and genomic correlations between both wheat clusters, are given in Table 3 for all four environments. The estimated error variances were slightly higher in A-GBLUP, relative to the other two models. Genomic variances estimated with A-GBLUP varied from 0.49 (E3) to 0.57 (E1) across environments. Results from W-GBLUP and MG-GBLUP show that variance components of both clusters are different. In environment 3, cluster 1 shows a higher genomic variance and heritability estimate than cluster 2. Whereas in the other three environments the estimated heritability is higher in cluster 2 than in cluster 1. Similar to what we observed in the rice and the maize data, MG-GBLUP yielded always higher estimates of genomic variances ($\sigma_g^2$) than W-GBLUP and A-GBLUP and lower or similar estimates of residual variance ($\sigma_z^2$); therefore, MG-GBLUP always gave higher heritability estimates than W-GBLUP and A-GBLUP. The estimated genomic correlations between clusters were higher in the wheat data set than in the other two data sets, and ranged from 0.15 (E4) to 0.49 (E2).
Comparison of predicted genomic values

*Rice data set.* The comparison of the predicted genomic values from a full model including all rice lines is shown for flowering time, plant height, and panicle length in Figures S11-S13, respectively. W-GBLUP and MG-GBLUP yielded highly similar predicted genomic values for all traits with a correlation close to 1. Predicted genomic values from A-GBLUP were slightly different from the ones obtained by W-GBLUP and MG-GBLUP, but showed also a correlation higher than 0.9 with the predicted values from W-GBLUP and MG-GBLUP for the traits plant height and panicle length. An exception was sub-population TEJ for the trait flowering time. Here, A-GBLUP estimated a higher residual variance than W-GBLUP and MG-GBLUP. Thus, predicted genomic values obtained with A-GBLUP were shrunken more strongly towards zero than those obtained with W-GBLUP and MG-GBLUP.

*Maize data set.* For the maize lines the comparison of the predicted genomic values obtained by the three models is shown in Figure S14 and S15 for traits DMY and DMC, respectively. Models A-GBLUP and W-GBLUP make very different assumptions about the genomic correlations between sub-populations: A-GBLUP assumes a correlation of 1, and W-GBLUP assumes a null correlation; therefore, it is not surprising to see that predictions from these two models are the least correlated. However, the correlation of predicted genomic values derived from these two models were always higher than 0.9. For both traits, predicted genomic values from MG-GBLUP were more similar to A-GBLUP than to W-GBLUP.

*Wheat data set.* The comparison of the predicted genomic values of the wheat lines from the different models is shown for the four environments in Figure S16-S19, respectively. As with the rice data the predicted genomic values obtained with the multivariate model (MG-GBLUP) are highly correlated with those obtained with the W-GBLUP (correlations were all close to one, across environments). However, predictions from these two models were also highly correlated with A-GBLUP, always higher than 0.93, across environments.

**Prediction accuracy**

Pearson’s product-moment correlation between observed phenotypes and predictions was assessed for each data set, trait, model, sub-population, and training-testing partition.

*Rice data set.* Figure 6 shows the average testing correlations (across training-testing partitions) for the rice data by sub-population and trait. Prediction accuracy varied greatly between traits and sub-populations within traits. For instance, for flowering time, prediction
correlations ranged between 0.1 and 0.25 in AUS and TRJ to values above 0.59 in IND and TEJ. In this trait, the levels of prediction accuracy were higher for the sub-populations having highest heritability estimates (IND and TEJ). For plant height there were also important differences in prediction accuracy across sub-populations, and although the group showing highest prediction accuracy (TRJ) was also the one with the highest heritability estimate, the relationship between prediction accuracy and heritability estimate was not as clear for this trait. Finally, plant height also gave important differences in prediction accuracy across sub-populations.

On average, all three models yielded very similar predictive abilities, especially W-GBLUP and MG-GBLUP. The largest differences between models were observed for flowering time in AUS and TRJ, here MG-GBLUP and W-GBLUP clearly outperformed A-GBLUP.

Maize data set. For maize, mean prediction correlations from 100 training-testing replicates evaluated within families and traits by model are shown in Figure 7. Prediction accuracy varied between traits and sub-populations; and in this case more clearly between models. Overall prediction accuracy was higher for DMC than for DMY, this could be expected given the higher heritability estimate of DMC. The variability of prediction accuracy across families was also greater for DMY than for DMC and this also could be expected because for DMY there were important differences in estimates of genomic heritability across families. For instance, F252 which was a family with a very large estimated genomic heritability for DMY also shows higher prediction accuracy than other families for that trait.

In this data set the A-GBLUP model consistently performed better than either of the other two models for the great majority of traits and families. The MG-GBLUP tended to perform in between the A-GBLUP and the W-GBLUP, which was the one with lowest level of prediction accuracy. There were only a few exceptions to this pattern (e.g., UH304 both traits or B73 DMC) but in those cases the differences in prediction correlation were typically small.

Wheat data set. Figure 8 shows the mean prediction correlations of the three models for the wheat data evaluated within cluster and environment. As before, prediction accuracy varied between outcomes (environment in this case) and clusters. For instance, in E1, the average correlation was higher in cluster 2 than in cluster 1. There were also differences, albeit small in magnitude, between models; however these were not consistent across clusters.
or environments. There were three types of cases: (i) for E1 (cluster 2) and E4 (both clusters), the MG-GBLUP and W-GBLUP performed similarly and clearly better than the A-GBLUP. On the other hand, (ii) for E2 (both clusters) and E3/cluster 1, the A-GBLUP model performed much better than the W-GBLUP and the MG-GBLUP performed in between the two other models. Finally (iii) in E1 (cluster 1) and E3 (cluster 2) there were no sizable differences between models.
DISCUSSION

Structure and admixture are pervasive in plant breeding populations. Differences in allele frequencies and in LD patterns can make marker effects vary between groups in a population; therefore it is not clear how data from heterogeneous populations ought to be analyzed. Even though the use of structured populations is common practice in plant breeding, the genomic selection literature has largely overlooked this problem. On the other hand, the animal breeding literature has addressed this topic in multi-breed settings.

In this article we address the problem of analyzing data from heterogeneous plant breeding populations using three different plant data sets: a rice diversity panel comprising data from four distant rice populations, a wheat data set comprising lines from two interconnected sub-populations, and, finally, a maize data set comprising data from sib-families. When analyzing these data we considered three models: a model which assumes that marker effects are constant across sub-populations (A-GBLUP), a stratified (i.e. within sub-populations) analysis which allows for marker effects to change across sub-populations but does not permit borrowing of information between sub-populations (W-GBLUP) and, finally, a multivariate approach (MG-GBLUP) where data from all sub-populations are analyzed jointly using a model where marker effects are assumed to be different, but correlated, between sub-populations. These three models can be implemented either in a Bayesian framework, as we did in our manuscript, or using a standard mixed model approach with (co)variance parameters estimated with either ML or REML methods followed by BLUE-BLUP equations for estimation/prediction of effects.

Model MG-GBLUP should be considered in between the other two approaches (A-GBLUP and W-GBLUP); indeed, if we set all genomic correlations equal to one [zero] we obtain A-GBLUP [W-GBLUP] as special cases of MG-GBLUP. In MG-GBLUP the estimates of covariance components determine whether the model behaves similar to A-GBLUP or W-GBLUP or in between. These estimates not only control the extent of borrowing of information across groups, they also provide measures (e.g., genomic correlations between sub-populations) that can shed light on trait-specific degree of genetic similarities/differences across groups. Our results show clearly that no single approach is best across data sets and traits and give explanations on the factors that affect the relative performance of the three methods considered.
Rice diversity panel. This data, which represents the most heterogeneous set of material analyzed here, has four genetically distant groups. Not surprisingly, the estimates of genomic correlations between sub-populations were close to zero suggesting pronounced genetic heterogeneity between sub-populations. Consequently, MG-GBLUP gave predictions that were highly correlated with those of the W-GBLUP and both models achieved very similar levels of prediction accuracy. Because the extent of genetic heterogeneity in this data set is large, in general, the W- and MG-GBLUP performed either similarly or better than the A-GBLUP model; the only exception to these patterns was observed in population AUS for prediction of panicle length.

However, the difference in prediction accuracy between the A-GBLUP and the W-GBLUP or MG-GBLUP were relatively small in many traits and sub-populations. This may appear a bit surprising considering that the estimates of genomic correlations in this data set were in general small; thus, at first look one may expect a poor performance from a model like the A-GBLUP because this model assumes a perfect correlation between groups. We believe that this finding can be explained by the fact that in A-GBLUP the extent of borrowing of information between any two lines \((i,i')\) from different sub-populations (say \(j\) and \(k\)) depends on the product of the genomic relationship between the two lines \((G_{ii'})\) times the genomic covariance, that is \(G_{ii'}\sigma_g_{jk}\). The off-diagonal terms of \(G\), \(G_{ii'}\) of pairs of lines belonging to two different sub-populations are typically close to zero; therefore, there won’t be borrowing of information even in the A-GBLUP model.

Maize. The maize data set represents a very different situation from that of the rice diversity panel; the DH lines of this data set share one common parent and have, as a second parent, either lines that are closely (e.g., D06, D09 and UH250) or distantly (Mo17 and B73) related. Because all lines share one of the parents, within families, allele frequencies are expected to be 0.5 for segregating loci. Thus, for segregating loci, allele substitution effects are not expected to vary strongly among families due to differences in allele frequencies. Furthermore, results presented in Lehermeier et al. (2014) suggest that the patterns of LD are quite consistent across families. Thus, it is not surprising that genomic correlations among maize families were higher than those obtained with the rice data sets.

It was interesting to observe that the estimated genomic correlations were large between families derived from relatively close parents (D06, D09 and UH250) and close to zero for families derived from relatively distant parents (e.g., Mo17 and B73).
In terms of prediction accuracy, in the maize data set the A-GBLUP model tended to outperform the W-GBLUP model and MG-GBLUP had a predictive performance in between A-GBLUP and W-GBLUP; this is consistent with the fact that the estimated genomic correlations ranged from low to moderate.

Wheat. In this data set the estimated genomic correlations were all positive and ranged from low (E4) to moderate (E1-E3); in general, because the estimated correlations were not high, predictions from the MG-GBLUP were more correlated with those from the W-GBLUP than with those from the A-GBLUP. As one would expect, results showed that the lower the estimated genomic correlation among clusters, the higher the correlation among predicted genomic values obtained with W-GBLUP and MG-GBLUP.

In terms of prediction accuracy the wheat data set offered situations where all models performed similarly (e.g., E1/cluster 1), or the W- and MG-GBLUP outperformed the A-GBLUP (E4) or the A-GBLUP outperformed the W-GBLUP (E2). In general, the MG-GBLUP was either the best model, or performed similarly to the best performing model or in between the best and worst performing model; therefore, if we average across environments and clusters, there is a small advantage in favor of the MG-GBLUP.

Estimates of genomic heritability. In all data sets we tended to observe higher estimates of genomic heritability with the MG-GBLUP compared to W-GBLUP. This went along with a better fit of the MG-GBLUP model to the training data (e.g., higher correlation between predictions and phenotypes in the training data sets) than that obtained with the W-GBLUP model. The true genetic variances are not known; therefore one cannot establish whether this is reflecting better ability of the MG-GBLUP model to capture genetic signals or simply reflects overfitting.

Previous studies from the animal breeding literature that compare the W- and A-GBLUP, or similar Bayesian models have shown either null or small gain of the A-GBLUP relative to the W-GBLUP (Hayes et al. 2009). Other studies (e.g., Karoui et al. 2012, Olson et al. 2012, Zhou et al. 2014) that have compared MG-GBLUP with the W-GBLUP models have reported small gains in prediction accuracy with the MG-GBLUP methods. There are important differences between animal and plant breeding data sets that grant considerations. First, in many plant breeding programs data are from inbred lines, while in animal breeding data are from outbreed individuals. When data are from inbred lines and considering a fully bi-allelic system, marker effects represent contrasts between the two homozygous marker classes; this
type of effects is expected to be more stable across sub-populations than effects of allele substitutions in outbreed populations that can vary, due to un-accounted dominance, simply because of differences in allele frequency. However, even with inbred lines marker effects are allele frequency dependent due to un-accounted forms of epistasis.

A second important difference between the analyses presented in our study and previous studies from animal breeding is marker density, this was clearly seen in the case of the wheat data set where marker density was relatively low. With low marker density, differences in LD patterns between sub-populations can induce differences in marker effects, even if QTL effects are constant across sub-populations. Therefore, it was not surprising to observe estimates of genomic correlations that were rather low. Further research with higher marker density would be needed to disentangle whether the low correlations observed in our study are mostly due to genetic heterogeneity at the QTL level or simply due to differences in the marker-QTL patterns of LD.

A third important difference between the study presented here and previous studies from animal breeding is sample size. The A-GBLUP and W-GBLUP models have both advantages and disadvantages. On the one hand, A-GBLUP estimates marker effects making use of all the available data; however, this is achieved at the price of imposing homogeneity of marker effects. On the other hand the W-GBLUP model allows for heterogeneity of marker effects but does not allow for borrowing of information between sub-populations. The MG-GBLUP resides in between the other two. Borrowing of information is most important when the within-sub-population sample size is small and this situation is very common in plant breeding where available phenotypic and genotypic data from individual plant breeding populations are typically small. With small sample sizes it may occur that a parsimonious model such as the A-GBLUP may outperform W-GBLUP or MG-GBLUP, even when heterogeneity is present. We believe that this is an important factor that explains why the A-GBLUP performed well even in cases where estimates of variance showed large differences between sub-populations.

However, even in situations where the multivariate model does not lead to better prediction performance, the MG-GBLUP provides estimates of genomic correlations between sub-populations that shed light on the extent of genetic heterogeneity between sub-populations. The estimated genomic correlations based on the variance-covariance matrix $\Sigma_g$ correspond to the marker effects correlations based on the variance-covariance matrix of the marker effects $\mathbf{B}$. These measures of genetic similarity between sub-populations are trait-
specific. Because of the nature of the model, which is based on markers and not genotypes at causal loci, the genomic correlations are affected by both similarity/difference of QTL effects as well as by differences in marker-QTL LD between sub-populations. Those correlations between sub-populations are trait specific, as traits are assumed to be affected by different QTL with different contributions of epistasis and dominance (Karoui et al. 2012).

Beyond GBLUP. A rather strict assumption in MG-GBLUP is that marker effects among sub-populations are homogeneously correlated along the genome. One option would be to extend MG-GBLUP to Bayesian models with locus-specific correlations of effects. However, this largely increases the number of parameters that need to be estimated leading to an even more underdetermined model. Another option, which would be more restrictive but where fewer parameters need to be estimated, would be to build clusters of markers and to assume different correlation structures for different marker clusters. This would allow that some markers are highly correlated among sub-populations, for example in regions where the marker-QTL LD is constant across sub-populations. Another group of markers might be very specific for each sub-population, for example due to LD with differently segregating QTL.

Accommodating admixed individuals. The models discussed in this article assume that individuals cluster in homogeneous, clearly separable, groups; however, genetic variation sometimes is better described by a continuum in which some individuals belong to homogeneous sub-populations and others are admixed. Clearly, the models discussed in this article do not accommodate admixed lines adequately; further research is needed to develop methods that can deal with admixed individuals and structure simultaneously.

Conclusions

Multivariate models can be used to infer the extent to which marker effects vary among clusters in a heterogeneous population and to predict population-specific breeding values; this information allows characterizing genetic heterogeneity between sub-populations. Our results suggest that the extent to which effects change from cluster to cluster in a population depends not only on the genetic distance between clusters but also on the trait of interest.

From a prediction perspective, the choice of method seems to depend on the extent of genetic heterogeneity and on sample size. In highly differentiated populations (e.g., the rice data set) the W- and MG-GBLUP tended to perform better. However, in more closely related sub-populations and with relatively small within-sub-population sample size (e.g., the maize data set) the A-GBLUP model had a relatively good prediction performance. In general, one
would expect benefits of using MG-GBLUP, relative to W- or A-GBLUP, in populations that exhibit moderate degree of genetic differentiation between sub-populations and with small or intermediate sample size. As the within-sample size increases it would be reasonable to expect that the W-GBLUP model becomes increasingly competitive.
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TABLES

Table 1  Posterior mean estimates (± posterior standard deviation estimates) of genomic variance ($\sigma_g^2$), residual variance ($\sigma_e^2$), and heritability ($h^2$) for each rice sub-population (Pop; AUS, indica/IND, temperate japonica/TEJ, tropical japonica/TRJ) and from the three different models (Across group GBLUP/A-G; Within group GBLUP/W-G; Multi-group GBLUP/MG-G). For A-G, estimates are common for all sub-populations. Traits flowering time (Flow), plant height (PH), and panicle length (PaLe).

<table>
<thead>
<tr>
<th>Trait</th>
<th>Pop</th>
<th>$\sigma_g^2$</th>
<th>A-G</th>
<th>W-G</th>
<th>MG-G</th>
<th>$\sigma_e^2$</th>
<th>A-G</th>
<th>W-G</th>
<th>MG-G</th>
<th>$h^2$</th>
<th>A-G</th>
<th>W-G</th>
<th>MG-G</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flow</td>
<td>AUS</td>
<td>0.17 ± 0.05</td>
<td>0.13 ± 0.04</td>
<td>0.12 ± 0.03</td>
<td>0.74 ± 0.07</td>
<td>0.59 ± 0.08</td>
<td>0.69 ± 0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IND</td>
<td>1.26 ± 0.31</td>
<td>0.64 ± 0.20</td>
<td>0.27 ± 0.10</td>
<td>0.40 ± 0.13</td>
<td>0.82 ± 0.14</td>
<td>0.83 ± 0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TEJ</td>
<td>5.45 ± 1.42</td>
<td>1.33 ± 0.25</td>
<td>0.36 ± 0.14</td>
<td>0.24 ± 0.08</td>
<td>0.93 ± 0.09</td>
<td>0.93 ± 0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TRJ</td>
<td>0.46 ± 0.09</td>
<td>0.31 ± 0.06</td>
<td>0.30 ± 0.04</td>
<td>0.56 ± 0.10</td>
<td>0.59 ± 0.10</td>
<td>0.68 ± 0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PH</td>
<td>AUS</td>
<td>0.29 ± 0.09</td>
<td>0.17 ± 0.05</td>
<td>0.17 ± 0.04</td>
<td>0.82 ± 0.09</td>
<td>0.62 ± 0.09</td>
<td>0.70 ± 0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IND</td>
<td>1.16 ± 0.32</td>
<td>0.53 ± 0.15</td>
<td>0.44 ± 0.12</td>
<td>0.60 ± 0.09</td>
<td>0.71 ± 0.09</td>
<td>0.74 ± 0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TEJ</td>
<td>1.24 ± 0.48</td>
<td>0.33 ± 0.07</td>
<td>0.28 ± 0.07</td>
<td>0.70 ± 0.09</td>
<td>0.80 ± 0.09</td>
<td>0.83 ± 0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TRJ</td>
<td>1.05 ± 0.27</td>
<td>0.25 ± 0.05</td>
<td>0.24 ± 0.05</td>
<td>0.75 ± 0.09</td>
<td>0.81 ± 0.09</td>
<td>0.82 ± 0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PaLe</td>
<td>AUS</td>
<td>0.61 ± 0.22</td>
<td>0.31 ± 0.10</td>
<td>0.35 ± 0.11</td>
<td>0.71 ± 0.09</td>
<td>0.63 ± 0.10</td>
<td>0.70 ± 0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IND</td>
<td>0.59 ± 0.22</td>
<td>0.33 ± 0.10</td>
<td>0.38 ± 0.11</td>
<td>0.70 ± 0.09</td>
<td>0.60 ± 0.10</td>
<td>0.69 ± 0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TEJ</td>
<td>1.43 ± 0.65</td>
<td>0.44 ± 0.09</td>
<td>0.37 ± 0.10</td>
<td>0.63 ± 0.09</td>
<td>0.76 ± 0.10</td>
<td>0.81 ± 0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TRJ</td>
<td>1.28 ± 0.48</td>
<td>0.52 ± 0.11</td>
<td>0.44 ± 0.11</td>
<td>0.60 ± 0.09</td>
<td>0.73 ± 0.10</td>
<td>0.75 ± 0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Table 2  Posterior mean estimates (+ posterior standard deviation estimates) of genomic variance ($\sigma^2_g$), residual variance ($\sigma^2_r$), and heritability ($h^2$) for each maize family (Fam; families are specified by their specific parental line) and from the three different models (Across group GBLUP/A-G; Within group GBLUP/W-G; Multi-group GBLUP/MG-G). For A-G estimates are common for all families. Results are given for the traits dry matter yield (DMY) and dry matter content (DMC).

<table>
<thead>
<tr>
<th>Trait</th>
<th>Fam</th>
<th>$\sigma^2_g$</th>
<th>$\sigma^2_r$</th>
<th>$h^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A-G</td>
<td>W-G</td>
<td>MG-G</td>
<td>A-G</td>
</tr>
<tr>
<td>B73</td>
<td>0.67 ± 1.09 ±</td>
<td>0.45 ± 0.50 ± 0.42 ±</td>
<td>0.63 ± 0.56 ± 0.71 ±</td>
<td>0.26 ± 0.31 ±</td>
</tr>
<tr>
<td>D06</td>
<td>0.78 ± 1.30 ±</td>
<td>0.42 ± 0.46 ± 0.38 ±</td>
<td>0.64 ± 0.61 ± 0.76 ±</td>
<td>0.31 ± 0.37 ±</td>
</tr>
<tr>
<td>D09</td>
<td>0.81 ± 1.26 ±</td>
<td>0.31 ± 0.32 ± 0.27 ±</td>
<td>0.71 ± 0.69 ± 0.82 ±</td>
<td>0.30 ± 0.34 ±</td>
</tr>
<tr>
<td>EC169</td>
<td>0.66 ± 1.19 ±</td>
<td>0.41 ± 0.46 ± 0.37 ±</td>
<td>0.64 ± 0.57 ± 0.75 ±</td>
<td>0.29 ± 0.36 ±</td>
</tr>
<tr>
<td>F252</td>
<td>1.31 ± 1.55 ±</td>
<td>0.40 ± 0.34 ± 0.31 ±</td>
<td>0.65 ± 0.78 ± 0.83 ±</td>
<td>0.41 ± 0.39 ±</td>
</tr>
<tr>
<td>DMY</td>
<td>0.75 ± 0.11 ±</td>
<td>0.46 ± 0.85 ± 0.29 ± 0.31 ± 0.27 ±</td>
<td>0.72 ± 0.58 ± 0.75 ±</td>
<td>0.18 ± 0.23 ±</td>
</tr>
<tr>
<td>F618</td>
<td>0.70 ± 1.13 ±</td>
<td>0.54 ± 0.59 ± 0.47 ±</td>
<td>0.58 ± 0.53 ± 0.70 ±</td>
<td>0.29 ± 0.34 ±</td>
</tr>
<tr>
<td>Mo17</td>
<td>0.80 ± 1.38 ±</td>
<td>0.50 ± 0.54 ± 0.44 ±</td>
<td>0.60 ± 0.58 ± 0.75 ±</td>
<td>0.34 ± 0.40 ±</td>
</tr>
<tr>
<td>UH250</td>
<td>0.68 ± 1.11 ±</td>
<td>0.41 ± 0.40 ± 0.36 ±</td>
<td>0.64 ± 0.61 ± 0.74 ±</td>
<td>0.29 ± 0.34 ±</td>
</tr>
<tr>
<td>UH304</td>
<td>0.64 ± 1.06 ±</td>
<td>0.58 ± 0.63 ± 0.56 ±</td>
<td>0.56 ± 0.49 ± 0.64 ±</td>
<td>0.26 ± 0.31 ±</td>
</tr>
<tr>
<td>W117</td>
<td>0.70 ± 0.99 ±</td>
<td>0.24 ± 0.24 ± 0.21 ±</td>
<td>0.69 ± 0.73 ± 0.82 ±</td>
<td>0.23 ± 0.25 ±</td>
</tr>
<tr>
<td>DMC</td>
<td>0.54 ± 0.07 ±</td>
<td>0.73 ± 0.95 ± 0.19 ± 0.18 ± 0.17 ±</td>
<td>0.73 ± 0.79 ± 0.85 ±</td>
<td>0.21 ± 0.22 ±</td>
</tr>
<tr>
<td>Mo17</td>
<td>0.38 ± 0.66 ±</td>
<td>0.21 ± 0.22 ± 0.20 ±</td>
<td>0.72 ± 0.62 ± 0.76 ±</td>
<td>0.12 ± 0.16 ±</td>
</tr>
<tr>
<td>UH250</td>
<td>0.72 ± 1.04 ±</td>
<td>0.25 ± 0.24 ± 0.21 ±</td>
<td>0.68 ± 0.73 ± 0.83 ±</td>
<td>0.24 ± 0.26 ±</td>
</tr>
<tr>
<td>UH304</td>
<td>0.82 ± 1.10 ±</td>
<td>0.26 ± 0.25 ± 0.23 ±</td>
<td>0.68 ± 0.75 ± 0.82 ±</td>
<td>0.28 ± 0.29 ±</td>
</tr>
<tr>
<td>W117</td>
<td>0.66 ± 0.95 ±</td>
<td>0.30 ± 0.32 ± 0.29 ±</td>
<td>0.64 ± 0.66 ± 0.76 ±</td>
<td>0.22 ± 0.24 ±</td>
</tr>
</tbody>
</table>
Table 3  Posterior mean estimates (± posterior standard deviation estimates) of genomic variance ($\sigma_g^2$), residual variance ($\sigma_e^2$), and heritability ($h^2$) for each wheat cluster (Clust) and from the three different models (Across group GBLUP/A-G; Within group GBLUP/W-G; Multi-group GBLUP/MG-G). For A-G, estimates are common for both clusters. Results are given for the four environments (Env; E1, E2, E3, and E4). Additionally estimates of genomic correlations (Genomic corr.) between both clusters are given.

<table>
<thead>
<tr>
<th>Env</th>
<th>Clust</th>
<th>$\sigma_g^2$ (A-G)</th>
<th>$\sigma_g^2$ (W-G)</th>
<th>$\sigma_g^2$ (MG-G)</th>
<th>$\sigma_e^2$ (A-G)</th>
<th>$\sigma_e^2$ (W-G)</th>
<th>$\sigma_e^2$ (MG-G)</th>
<th>$h^2$ (A-G)</th>
<th>$h^2$ (W-G)</th>
<th>$h^2$ (MG-G)</th>
<th>Genomic corr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>1</td>
<td>0.55 ± 0.13</td>
<td>0.59 ± 0.14</td>
<td>0.60 ± 0.06</td>
<td>0.57 ± 0.07</td>
<td>0.56 ± 0.06</td>
<td>0.48 ± 0.05</td>
<td>0.48 ± 0.08</td>
<td>0.51 ± 0.07</td>
<td>0.60 ± 0.06</td>
<td>0.30 ± 0.16</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.65 ± 0.13</td>
<td>0.66 ± 0.13</td>
<td>0.43 ± 0.06</td>
<td>0.35 ± 0.06</td>
<td>0.35 ± 0.06</td>
<td>0.57 ± 0.06</td>
<td>0.64 ± 0.07</td>
<td>0.65 ± 0.07</td>
<td>0.48 ± 0.08</td>
<td>0.49 ± 0.13</td>
</tr>
<tr>
<td>E2</td>
<td>1</td>
<td>0.47 ± 0.09</td>
<td>0.54 ± 0.11</td>
<td>0.46 ± 0.06</td>
<td>0.46 ± 0.07</td>
<td>0.43 ± 0.06</td>
<td>0.52 ± 0.06</td>
<td>0.50 ± 0.08</td>
<td>0.55 ± 0.08</td>
<td>0.47 ± 0.07</td>
<td>0.33 ± 0.17</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.59 ± 0.15</td>
<td>0.61 ± 0.15</td>
<td>0.54 ± 0.06</td>
<td>0.50 ± 0.06</td>
<td>0.49 ± 0.06</td>
<td>0.47 ± 0.07</td>
<td>0.54 ± 0.08</td>
<td>0.55 ± 0.08</td>
<td>0.47 ± 0.07</td>
<td>0.33 ± 0.17</td>
</tr>
<tr>
<td>E3</td>
<td>1</td>
<td>0.55 ± 0.10</td>
<td>0.58 ± 0.15</td>
<td>0.74 ± 0.09</td>
<td>0.66 ± 0.09</td>
<td>0.65 ± 0.09</td>
<td>0.40 ± 0.06</td>
<td>0.45 ± 0.09</td>
<td>0.47 ± 0.09</td>
<td>0.40 ± 0.06</td>
<td>0.15 ± 0.19</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.57 ± 0.14</td>
<td>0.59 ± 0.13</td>
<td>0.63 ± 0.06</td>
<td>0.57 ± 0.06</td>
<td>0.56 ± 0.06</td>
<td>0.44 ± 0.06</td>
<td>0.50 ± 0.08</td>
<td>0.51 ± 0.07</td>
<td>0.48 ± 0.08</td>
<td>0.15 ± 0.19</td>
</tr>
<tr>
<td>E4</td>
<td>1</td>
<td>0.59 ± 0.10</td>
<td>0.62 ± 0.14</td>
<td>0.54 ± 0.07</td>
<td>0.44 ± 0.07</td>
<td>0.43 ± 0.07</td>
<td>0.48 ± 0.07</td>
<td>0.57 ± 0.08</td>
<td>0.58 ± 0.08</td>
<td>0.48 ± 0.08</td>
<td>0.15 ± 0.19</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.59 ± 0.14</td>
<td>0.62 ± 0.14</td>
<td>0.54 ± 0.07</td>
<td>0.44 ± 0.07</td>
<td>0.43 ± 0.07</td>
<td>0.48 ± 0.07</td>
<td>0.57 ± 0.08</td>
<td>0.58 ± 0.08</td>
<td>0.48 ± 0.08</td>
<td>0.15 ± 0.19</td>
</tr>
</tbody>
</table>
**Figure 1** Loadings on the first (PC1) and second (PC2) marker-derived components of the rice data. Each point corresponds to a rice line, and colors indicate the different sub-populations (AUS, indica/IND, temperate japonica/TEJ, tropical japonica/TRJ).
Figure 2  Loadings on the first (PC1) and second (PC2) marker-derived components of the maize data. Each point corresponds to a maize line, and colors indicate the different families (families are specified by their specific parental line).
Figure 3  Loadings on the first (PC1) and second (PC2) marker-derived components of the wheat data. Each point corresponds to a wheat line, and colors indicate two clusters.
Figure 4  Posterior mean estimates (+/− posterior standard deviation estimates) of genomic correlations derived from $\Sigma_e$ of rice sub-populations (AUS; indica/IND, temperate japonica/TEJ, tropical japonica/TRJ) from the multivariate model (MG-GBLUP). For traits A) flowering time, B) plant height, and C) panicle length.
Figure 5  Posterior mean estimates (± posterior standard deviation estimates) of genomic correlations derived from $\Sigma_\theta$ of maize dent families (families are specified by their specific parental line) from the multivariate model (MG-GBLUP) for traits dry matter yield (upper diagonal) and dry matter content (lower diagonal).
Figure 6  Average prediction correlations in testing sets from 100 random replications of across group GBLUP (A-GBLUP), multi-group GBLUP (MG-GBLUP), and within group GBLUP (W-GBLUP) evaluated within each of the four rice sub-populations (AUS, indica/IND, temperate japonica/TEJ, tropical japonica/TRJ). Letters above bars indicate significant differences between models’ prediction correlations from paired t-tests evaluated within each sub-population and trait, where estimates with the same letter are not significantly different (p < 0.05). A) flowering time. B) plant height. C) panicle length.
Figure 7  Average prediction correlations in testing sets obtained from 100 random training-testing partitions using models across group GBLUP (A-GBLUP), multi group GBLUP (MG-GBLUP), and within group GBLUP (W-GBLUP) evaluated within each of the 10 maize dent families (families are indicated by their specific parental line). Letters above bars indicate significant differences between models’ prediction correlations from paired t-tests evaluated within each sub-population and trait, where estimates with the same letter are not significantly different (p < 0.05). A) Dry matter yield. B) Dry matter content.
Figure 8  Average prediction correlations in testing sets from 100 random replications of across group GBLUP (A-GBLUP), multi group GBLUP (MG-GBLUP), and within group GBLUP (W-GBLUP) evaluated within each wheat cluster. Letters above bars indicate significant differences between models’ prediction correlations from paired t-tests evaluated within each sub-population and trait, where estimates with the same letter are not significantly different (p < 0.05). A) Environment 1. B) Environment 2. C) Environment 3. D) Environment 4.