The impact of macroscopic epistasis on long-term evolutionary dynamics
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Genetic interactions can strongly influence the fitness effects of individual mutations, yet the impact of these epistatic interactions on evolutionary dynamics remains poorly understood. Here we investigate the evolutionary role of epistasis over 50,000 generations in a well-studied laboratory evolution experiment in E. coli. The extensive duration of this experiment allows us to study the dynamics of adaptation to a constant environment. Guided by analytical results in the weak-mutation limit, we develop a computational framework to assess the compatibility of the observed patterns of fitness gain and mutation accumulation through time. We find that a decelerating fitness trajectory alone provides little power to distinguish between competing models, including those that lack any direct epistatic interactions. However, when combined with the mutational trajectories, these observables place strong constraints on the set of possible models of epistasis, ruling out many existing explanations of the data. Instead, we find that the data are consistent with a “two-epoch” model of adaptation, in which an initial burst of diminishing returns epistasis is followed by a steady accumulation of mutations under a constant distribution of fitness effects. Our results highlight the need for additional DNA sequencing of these populations, as well as for more sophisticated models of epistasis that are compatible with all of the experimental data.

INTRODUCTION

A central feature of evolutionary adaptation is that the space of potential innovations can vary with the evolutionary history of a population. Examples are common in the microbial world: the ability to import a nutrient may be beneficial only if a mechanism has evolved to utilize it (Quandt et al., 2014), while a previously advantageous drug resistance mutation can be rendered obsolete by the acquisition of a second resistance allele (Weinreich et al., 2006). This capacity for evolutionary feedback is quantified in terms of epistasis, which measures how the effect of a mutation depends on the genetic background in which it arises. In principle, epistasis can lead to widespread historical contingency, and can fundamentally alter the dynamics of adaptation (Gould, 1989; Wright, 1932). But in practice, the long-term evolutionary impact of epistasis remains largely uncharacterized.

Empirical patterns of epistasis are most commonly measured using a direct approach (see de Visser and Krug (2014) for a recent review). Candidate mutations are introduced into a set of genetic backgrounds via crossing or other genetic reconstruction techniques, and the fitnesses of the reconstructed genotypes are measured using competitive fitness assays or related proxies. These data yield a functional relationship between the fitness effect of a mutation and its genetic background, with the traditional pairwise epistasis emerging as a special case when the backgrounds are single mutants. We will use to term microscopic epistasis to refer to these measurements, since they track the background-dependence of individual mutations. Of course, the precise background dependence of any given mutation is essentially an empirical matter: the fitness effects depend on the biological details of the organism, its environment, and the identities of the mutations themselves. Empirical estimates of these quantities therefore provide valuable insight into the physiological and biophysical properties of the organism (Costanzo et al., 2010; Kinney et al., 2010; Segrè et al., 2005; St Onge et al., 2007).

With enough reconstructions, one can also obtain information about the larger-scale structure of the fitness landscape. For example, one can assess whether interactions between mutations are generally antagonistic or synergistic (Jasnos and Korona, 2007), or estimate the prevalence of sign epistasis (Weinreich et al., 2006) and overall levels of modularity (Segrè et al., 2005). These questions are typically quantified using statistical summaries of the microscopic epistasis (e.g., the distribution of pairwise epistasis values), which are aggregated over a large ensemble of mutations and genetic backgrounds.

While the biological interpretation of these statistics is sometimes unclear, they can in principle exhibit regular and generalizable patterns. This makes them potentially amenable to comparison with simple fitness landscape models, such as Fisher’s geometrical model (Fisher, 1930), the uncorrelated landscape (Kauffman and Levin, 1987; Kingman, 1978), and the NK landscape (Kauffman and Weinberger, 1989). Yet while these statistics are designed to capture global properties of the fitness landscape, they are still fundamentally microscopic in nature, since they can only be estimated from microscopic (i.e., reconstruction-based) measurements. As such, they suffer from the same throughput limitations as any other reconstruction-based method, and one can only focus on a small subset of possible genotypes.
However, an evolving population typically explores a much larger number of genotypes than is feasible to re-
construct experimentally. The evolutionary dynamics de-
dpends on the entire distribution of fitness effects (“the 
DFE”), and on how this distribution varies among dif-
ferent genetic backgrounds. We denote this background-
dependent DFE by $\rho(s|\vec{g})$: the fraction of mutations with 
fitness effect $s$ in genetic background $\vec{g}$. In contrast to 
the statistics above, the background dependence of the 
DFE is a macroscopic form of epistasis, since it includes 
no information about the background-dependence of any 
individual mutation. Like many macroscopic quanti-
ties, there is not a one-to-one correspondence between 
the underlying microscopic epistasis and its macroscopic 
manifestation. For example, one can imagine a scenario 
where epistasis changes the identities of beneficial mu-
tations after every substitution, but in a way that pre-
serves the overall shape of the DFE. In this case, the 
widespread patterns of microscopic epistasis are masked 
at the macroscopic level, and the dynamics of adaptation 
will be indistinguishable from a non-epistatic scenario. 
At the opposite extreme, the DFE can change even with-
out any microscopic epistasis once selection starts to de-
pelte the finite supply of beneficial mutations. In this 
example, the dynamics of adaptation will show signatures 
of macroscopic epistasis even though there are no direct 
interactions between mutations.

Despite the potential importance of macroscopic epis-
tasis in evolutionary adaptation, it remains less well-
characterized than its microscopic counterpart. In princi-
ple, it is possible to measure the background dependence 
of the DFE directly, by assaying the fitness of large li-
braries of random mutants (Bank et al., 2014; MacLean 
et al., 2010; Miller et al., 2011; Silander et al., 2007). 
However, such studies suffer from similar throughput 
limitations as the microscopic approach above. These 
throughput limitations are compounded by the fact that 
the most important changes in the DFE, from an evo-
nutionary perspective, are often located in difficult-to-
sample regions such as the high-fitness tail (Good et al., 
2012).

To avoid these these issues, a number of studies have 
focused on the evolutionary outcomes themselves, associ-
ating observed differences in the adaptability of different 
strains with differences in the underlying DFE (Barrick 
et al., 2010; Burch and Chao, 2000; Kryazhimskiy et al., 
2012, 2014; Perfeito et al., 2014; Silander et al., 2007; 
Woods et al., 2011). In principle, this approach offers 
the greatest sensitivity for detecting relevant differences 
in the DFE among related genetic backgrounds. How-
ever, it does so by transforming the measurement into 
an inverse problem: the patterns of macroscopic epista-
sis must ultimately be inferred from the dynamics of a 
few observable quantities (e.g. changes in fitness over 
time or across experimental treatments), which depend 
on the complex population genetics of an evolving micro-
bial population (Frenkel et al., 2014; Lang et al., 2013). 
Thus, while it is easy to demonstrate the existence of 
macroscopic epistasis with this approach, it is difficult to 
associate the observed differences in adaptability with the 
precise changes in the underlying DFE. This, in turn, has 
made it hard to distinguish between competing models of 
epistasis when interpreting the results of the experiment 
(Frank, 2014; Kryazhimskiy et al., 2014).

In the present manuscript, we propose a general frame-
work for quantifying patterns of macroscopic epistasis 
from observed differences in adaptability. We then use 
this framework to investigate the role of epistasis in a 
well-studied laboratory evolution experiment in *E. coli* 
(Wiser et al., 2013). By analyzing the differences in the 
dynamics of adaptation through time, we can make infer-
ences about the changes in the DFE that have accumu-
lated over the course of the experiment. These changes 
constitute the most basic form of epistasis that arises 
during adaptation to a constant environment. Similar to 
Kryazhimskiy et al. (2009), we focus on two simple sum-
maries of the dynamics: the competitive fitness and the 
total number of genetic changes relative to the ancestor. 
We use a combination of theory and numerical simula-
tions to investigate how well these data are explained by 
several popular models of macroscopic epistasis, includ-
ing the recently proposed diminishing returns model of 
Wiser et al. (2013). We find that fitness measurements 
alone have little power to discriminate between different 
models of epistasis, while the addition of genetic informa-
tion is sufficient to rule out many existing explanations 
of the data. Together, these results highlight the need 
for more sophisticated models of macroscopic epistasis 
that are compatible with all of the experimental data, 
as well as additional DNA sequence data to test their 
predictions.

**RESULTS**

**Fitness and mutation trajectories in the LTEE**

In the long-term evolution experiment (LTEE) conducted 
by Lenski and collaborators, twelve populations of *Es-
ccherichia coli* were founded from a single common ances-
tor (Lenski et al., 1991) and propagated in a constant en-
vironment for more than 60,000 generations (see Wiser 
et al. (2013) for a recent summary of experimental de-
tails). A central observable quantity is the fitness of the 
evolved populations, which can be measured using com-
petition assays with a marked ancestor. If $f_i$ and $f_f$ de-
note the frequencies of the evolved strain at the beginning 
and end of the competition assay, then the (log)-fitness, 
$X$, is given by

\[
X \equiv \frac{1}{\Delta t} \log \left[ \frac{f_f \cdot 1 - f_i}{1 - f_f \cdot f_i} \right],
\]
where ∆t is the duration of the competition in generations. Note that this definition of fitness differs from the traditional measure W reported in previous studies of the LTEE. Although the two measures are correlated, Eq. (1) provides a more direct connection to the population genetic theory described in the following sections.

Using the fitness assays reported in Wiser et al. (2013), we calculated the fitness defined by Eq. (1) for each population at approximately 40 timepoints during the first 50,000 generations of evolution (see Appendix). We plot the fitness trajectories for the six complete, non-mutator populations in Fig. 1A. Measurement error estimated from replicate assays is substantial (stderr ~ 3%, Fig. 1C), leaving us with little power to distinguish fluctuations in individual trajectories. Instead, we pool all six populations and focus on the average fitness trajectory X(t) (Fig. 1B). Bootstrap resampling from the errors in Fig. 1C suggests that the measurement error in X(t) is smaller (stderr ~ 1%) and more normally distributed (Fig. 1D). However, even for the average fitness trajectory, the fluctuations between neighboring timepoints still fall within experimental uncertainty, so we can only obtain robust inferences from long-term trends in the data.

The most striking trend is the pronounced slowdown in the rate of adaptation during the course of the experiment: nearly two-thirds of the total fitness was gained in the first 5,000 generations of evolution. This deceleration is inconsistent with a constant DFE, which would predict that the average fitness increases linearly with time. Instead, the slowdown in the rate of adaptation has long been interpreted as a signature of diminishing re-
turn epistasis, consistent with the approach to a fitness plateau (Lenski and Travisano, 1994). Previous work has argued that the shape of the deceleration is best captured by a logarithmic fitness trajectory,
\[ \bar{X}(t) = X_c \log \left(1 + \frac{v_0 t}{X_c}\right), \]  
where \(v_0\) gives the initial rate of fitness increase and \(X_c\) controls the severity of the slowdown (Kryazhimskiy et al., 2009; Sibani et al., 1998; Wiser et al., 2013); the best-fit parameters are shown in Fig. 1B. The shape of this trajectory, in combination with more precise measurements of the change in fitness between generations 40,000 and 50,000 (\(\Delta X\), see inset of Fig. 1B), have been used to argue that fitness is still increasing in the LTEE (Wiser et al., 2013), rather than asymptoting to a fitness peak (Lenski and Travisano, 1994).

More recent work has tried to use the shape of the fitness trajectory to make inferences about the underlying model of epistasis in the LTEE (Frank, 2014; Kryazhimskiy et al., 2009; Wiser et al., 2013). However, to truly distinguish between different models, we must move beyond the simple curve fitting implied by Eq. (2) and postulate a set of concrete population genetic models that can be used to generate predictions for \(\bar{X}(t)\). The likelihood of the observed fitness trajectory can then be written in the form
\[ p(\bar{X}_{\text{obs}} | \theta) = \int p_{\text{err}}(\bar{X}_{\text{obs}} - \bar{X}) \cdot p_{\text{eval}}(\bar{X} | \theta) \, d\bar{X}. \]  
Here, \(p_{\text{eval}}(\bar{X} | \theta)\) is the probability distribution of the data vector \((\bar{X}(t_0), \ldots, \bar{X}(t_n), \Delta \bar{X})\) in the underlying model, which depends on some set of parameters \(\theta\), and \(p_{\text{err}}(\bar{X})\) is the distribution of measurement errors, which we assume to be independent and normally distributed with variance \(\sigma_{\text{err,}X} \approx 1.4\%\) for each timepoint of \(\bar{X}(t)\) (Fig. 1) and \(\sigma_{\text{err,}\Delta X} \approx 0.4\%\) for \(\Delta \bar{X}\) (Fig. 1B, inset). By computing this likelihood, we can assess the fit of a given model using standard statistical techniques (see Appendix). In contrast to the curve-fitting approach of earlier work, this method correctly accounts for inherent stochasticity of the evolutionary process, which can lead to correlated fluctuations in the observed fitness trajectory. Yet in practice, it is often difficult to compute the likelihood in Eq. (3) because the model distribution \(p_{\text{eval}}(\bar{X} | \theta)\) is unknown. This is largely due to the large population size of the LTEE (\(N \approx 3 \times 10^7\)), which makes it difficult to analyze even the simplest population genetic models (Desai and Fisher, 2007). To avoid these issues, we use computer simulations of the model to obtain accurate predictions of the fitness trajectory (see Appendix), computing the approximate likelihood function as
\[ p(\bar{X}_{\text{obs}} | \theta) \approx \frac{1}{n} \sum_{i=1}^{n} p_{\text{err}}(\bar{X}_{\text{obs}} - \bar{X}_{\text{sim}}(\theta_i)). \]  
Unfortunately, regardless of the method used for inference, we will demonstrate that there is little power to distinguish between different models of epistasis based on the fitness trajectory alone. As noted by Frank (2014), it is relatively easy to devise an epistatic model that reproduces the observed fitness trajectory in Fig. 1B, and we outline several specific examples below. Fortunately, the average fitness trajectory is not the only quantity that has been measured in the LTEE. DNA sequences from a small number of clones are available for several timepoints in a subset of the lines (Barrick et al., 2009; Wielgoss et al., 2011, 2013). Although this genetic data is more sparse than the fitness measurements, it provides a crucial window into the molecular changes responsible for the observed patterns of fitness evolution. In Fig. 1B, we plot the average number of genetic differences between the ancestor and a set of clones sampled from the non-mutator populations (see Appendix). When viewed as a function of time, this mutational trajectory \(\bar{M}(t)\) is the natural genetic analogue of the average fitness trajectory \(\bar{X}(t)\). Any evolutionary model which purports to explain the long term trends in \(\bar{X}(t)\) must also be consistent with the observed values of \(\bar{M}(t)\). As we will see below, this turns out to be much more informative than fitting the fitness trajectory on its own.

The most striking feature of the mutation trajectory in Fig. 1 is the sheer number of mutations that have accumulated during the experiment. Although the full data no longer support the constant substitution rate observed in the first 10,000 generations of evolution (Barrick et al., 2009), the number of mutations in the later portion of the experiment is still much higher than one might expect based on the fitness trajectory. Roughly half of all mutations accumulated after the first 10,000 generations, when rate of fitness increase had already slowed substantially. Of course, some unknown fraction of these mutations are likely to be selectively neutral, as these accumulate continuously at the neutral mutation rate \(U_n\) (Birky and Walsh, 1988). There are no \textit{a priori} estimates of \(U_n\), but evidence from the synonymous substitution rate and mutation accumulation lines suggest that a reasonable upper bound is \(U_{\text{tot}} \approx 7 \times 10^{-4}\) (File S1). With this estimate, fewer than 30 neutral mutations should have accumulated by generation 40,000, which suggests that most of the \(\sim 60\) observed mutations in Fig. 1 are beneficial. In fact, the substitution rate in the first 10,000 generations is so rapid that many of these beneficial mutations must be segregating in the population at the same time. Given that the typical fitness effect of a fixed mutation is at most about 10\% (Khan et al., 2011), the fixation time of a successful mutation is much longer than the maximum possible waiting time between mutations. As a result, these mutations must compete for fixation within the population — a process known as clonal interference (Desai and Fisher, 2007; Gerrish and Lenski, 1998). This will prove to be an important factor in the theoretical
Macroscopic epistasis from a finite genome

Although a decelerating fitness trajectory is a clear signature of macroscopic epistasis (i.e., a changing DFE), this does not necessarily imply that microscopic epistasis must be at work. The DFE can change even in the absence of epistasis provided that the length of the genome is finite. Given enough time, the population will eventually exhaust the supply of beneficial mutations, and the rate of adaptation will slow substantially. Thus, this non-epistatic scenario offers one of the simplest possible explanations for the decelerating rate of adaptation in the LTEE, provided that it can also quantitatively reproduce the trajectories in Fig. 1.

In the simplest version of this model, the beneficial DFE evolves according to the mean-field dynamics,

$$L_b \partial_s \rho_b(s, t) = -NU_b \rho_b(s, t)p_{\text{fix}}(s),$$  (5)

where $L_b$ is the number of sites and $p_{\text{fix}}(s)$ is the fixation probability of a new mutation. Equation (5) accounts for the fact that, once a beneficial mutation fixes, a second mutation at that site is not likely to be beneficial, effectively removing this site from the beneficial portion of the DFE. The overall normalization of $\rho_b(s, t)$ will therefore decrease as more mutations are driven to fixation. The rate of change of the DFE in Eq. (5) is inversely proportional to $L_b$, and it vanishes in the limit that $L_b \to \infty$ as expected. In a true “finite sites” model, each of the $L_b$ beneficial mutations corresponds to a single site in the genome, and the ratio $U_b/L_b$ is set by the per-site mutation rate $\mu$. However, Eq. (5) also describes the evolution of the DFE in a generalized “running out of mutations” model — for example, there could be $L_b$ genes which are beneficial to knock out, or $L_b$ modules to improve (Kryazhimskiy et al., 2014; Tenaillon et al., 2012). In these cases, $L_b$ represents the total number of non-redundant mutations, e.g. the number of genes to knock out, and $U_b/L_b$ is the target size of each module. Note that this model assumes that all modules share the same target size; the variable target size case is treated in more detail in File S1.

Given a solution for the time-dependent DFE in Eq. (5), the expected fitness and mutation trajectories are given by

$$\partial_t \mathbf{X}(t) = \int sNU_b \rho_b(s, t)p_{\text{fix}}(s) \, ds,$$  (6a)

$$\partial_t \mathbf{M}_b(t) = \int NU_b \rho_b(s, t)p_{\text{fix}}(s) \, ds$$  (6b)

$$\partial_t \mathbf{M}(t) = \partial_t \mathbf{M}_b(t) + Un$$  (6c)

Unfortunately, both Equations (5) and (6) are difficult to solve in general, since the fixation probability also depends on the DFE (Good et al., 2012). Despite this difficulty, we can gain considerable qualitative insight by focusing on the strong-selection, weak-mutation (SSWM) limit, where the fixation probability is given by Haldane’s formula, $p_{\text{fix}}(s) \approx 2s$ (Haldane, 1927). In this limit, the evolution of the DFE greatly simplifies, and the distribution of beneficial fitness effects is given by

$$\rho_b(s, t) = \rho_0(s)e^{-2NU_bst/L_b},$$  (7)

where $\rho_0(s)$ is the DFE in the ancestral background. The average fitness and mutation trajectories can then be obtained by substituting Eq. (7) into Eq. (6) and evaluating the resulting integral. For example, arguments from extreme value theory suggest that the ancestral DFE may often be exponential (Gillespie, 1984; Orr, 2002), which leads to an average fitness trajectory of the form

$$\mathbf{X}(t) = X_0 \left[ 1 - \left(1 + \frac{v_0t}{2X_0} \right)^{-2} \right],$$  (8)

where $v_0 = 2NU_b \int s^2 \rho_0(s) \, ds$ and $X_0 = L_b \int s \rho_0(s) \, ds$. However, while this trajectory shares the same qualitative deceleration as the data in Fig. 1, it predicts a much sharper deceleration in the adaptation rate than is actually observed (Fig. S1). This shows that for a fixed DFE shape, we will not always be able to quantitatively reproduce the observed fitness trajectory with our finite-sites model.

However, the situation changes if we are allowed to arbitrarily tune the shape of the DFE to match to the observed fitness trajectory. In particular, we find that the adaptation rate for the DFE in Eq. (7) is proportional to the Laplace transform of $s^{-2}\rho_0(s)$, which leads to an inverse relation of the form

$$\rho_0(s) = \frac{1}{L_b s^2} \mathcal{L}^{-1}\left\{\partial_s \mathbf{X}(t)\right\} \left(\frac{2NU_b s}{L_b}\right).$$  (9)

In other words, we can reproduce a particular fitness trajectory within our finite sites model by choosing the ancestral DFE to match the expression above. Note that Eq. (9) implicitly assumes that the inverse Laplace transform exists and yields a proper probability distribution. This places certain constraints on the fitness trajectories that we can reproduce with this model, e.g., requiring that $\partial_s \mathbf{X}(t)$ is monotonically decreasing. The intuitive reason for this restriction is clear from the definition of the model: exhausting the supply of beneficial mutations can never lead to an increasing adaptation rate, no matter how exotic the ancestral DFE. Note, however, that deleterious mutations (McCandlish et al., 2014a,b), clonal interference (Desai and Fisher, 2007), and the fixation of mutator phenotypes (Wiser et al., 2013) can complicate this picture considerably. The other apparent limitation of this model is that the fitness trajectory must be bounded, since the maximum possible fitness that can...
be attained is $\bar{X}(\infty) = L_b \int_0^{\infty} s \rho_0(s) \, ds$. At first glance, this would seem to preclude the logarithmic trajectory in Eq. (2), which has no maximum value. However, since experimental trajectories are only observed over a finite time window, $0 \leq t \leq t_{\text{max}}$, we can always satisfy this restriction in practice by assuming that $X(t_{\text{max}}) \ll \bar{X}(\infty)$. For example, the logarithmic fitness trajectory in Eq. (2) corresponds to an ancestral DFE of the form

$$
\rho_0(s) \propto \begin{cases} 
  s^{-2e^{-s/\sigma}} & s > \sigma \epsilon, \\
  0 & s \leq \sigma \epsilon,
\end{cases}
$$

where $\epsilon \ll X_c/v_0/t_{\text{max}}$ is a lower cutoff chosen to maintain normalization (see File S1). The fitting parameters in Eq. (2) are given by $X_c = L_b \sigma \epsilon$ and $v_0 = 2NU_b \sigma^2$.

A similar argument shows that we can also reproduce a given mutation trajectory (subject to the same technical constraints), provided that the ancestral DFE satisfies

$$
\rho_0(s) = \frac{1}{L_b} \mathcal{L}^{-1} \left\{ \partial_t \bar{M}_b(t) \right\} \left( \frac{2NU_b s}{L_b} \right),
$$

(11)

However, while we can fit a broad class of fitness and mutation trajectories by choosing the appropriate ancestral DFE, we do not have complete freedom to fit both quantities at the same time. In the weak mutation limit, the average fitness and mutation trajectories in our finite sites model are related by

$$
\bar{M}_b(t) = 2N \left( \frac{U_b}{L_b} \right) \int_0^t \left[ \bar{X}(\infty) - \bar{X}(\tau) \right] d\tau,
$$

(12)

regardless of the choice of ancestral DFE. By choosing $\rho_0(s)$ to fit the fitness trajectory, we severely constrain the shape of the mutation trajectory (and vice versa), with only an overall scale $NU_b/L$ that can be tuned to fit the data. For example, the logarithmic fitness trajectory in Eq. (2) implies a constant substitution rate

$$
\bar{M}_b(t) \approx \frac{v_0 t}{2N \langle s \rangle f \left( \frac{U_b}{L_b} \right)},
$$

(13)

where $\langle s \rangle_f \approx \sigma/\log(1/\epsilon)$. This linear increase is inconsistent with the mutation trajectory in Fig. 1, which starts to show deviations from linearity after generation 10,000.

However, a potential caveat with this analysis is that the mutation trajectory in Eq. (13) (and much of the analysis preceding it) depends on our assumption of the weak-mutation limit, which requires that $NU_b \ll 1$. This is often not self-consistent: in the LTEE, the weak-mutation analysis typically leads us to infer parameter values that violate the weak-mutation assumptions. For example, in the finite-sites model defined by Eq. (10), the fitted values of $X_c$ and $v_0$ in Fig. 1 require that $NU_b \geq 3$, which violates the weak-mutation condition used to derive Eqs. (10) and (13). Thus, we must turn to our computational framework to rigorously compare this model with the data.

To do so, we performed a grid search over combinations of $U_b$, $L_b$, and $\sigma$ for the ancestral DFE defined by Eq. (10). The posterior predictive $p$-value for the fitness trajectory is $p \approx 0.9$ ($\chi^2$ test, see Appendix), which shows that the finite-sites model can still reproduce the observed fitness trajectory in the presence of clonal interference. Figure 2 shows the average fitness and mutation trajectories for all parameter values with $p > 0.05$. The mutation trajectories also include a best-fit rate of neutral mutations ($0 \leq U_n \leq U_{\text{tot}} - U_b$) which is fit to minimize the mean squared error from the observed mutation trajectory. Even with this correction, the mutation trajectories remain inconsistent with the data, which allows us to reject the simple finite sites model in Eq. (5).
Fitness trajectories on an uncorrelated fitness landscape

We next consider an alternative model of macroscopic epistasis — the uncorrelated fitness landscape — which represents the opposite limit of the additive finite-genome models above (Gillespie, 1984; Kauffman and Levin, 1987; Kingman, 1978; Orr, 2002). In this model, the fitness of every genotype is drawn independently from the same distribution \( f(X) \). In our notation, this implies that the DFE is given by

\[ \rho(s|\bar{g}) = f(X(\bar{g}) + s), \]

where \( X(\bar{g}) \) denotes the fitness of genotype \( \bar{g} \). This uncorrelated landscape contains extensive microscopic epistasis, with the standard deviation of the pairwise epistasis \( \epsilon_{ij} = s_{ij} - s_i - s_j \) on the same order as \( s_i \). The fitness effect of a given mutation is therefore barely heritable. However, much of this idiosyncratic microscopic epistasis averages out at the level of the DFE, which depends on the genetic background only through the fitness \( X(\bar{g}) \).

The dynamics of adaptation become particularly simple when \( f(X) \) is exponentially distributed, since the beneficial portion of the DFE remains exponential (with the same mean) regardless of the fitness. Instead, epistasis primarily acts to reduce the beneficial mutation rate via \( U_b(X) = U_b e^{-X/\sigma} \), where \( \sigma \) is the average fitness effect in the ancestral background. In the weak-mutation limit, this diminishing mutation rate leads to the same logarithmic fitness trajectory as Eq. (2), with \( X/\sigma \) limit, this diminishing mutation rate leads to the same distribution \( \rho(s|\bar{g}) \) regardless of the fitness. Instead, epistasis is again unable to reproduce the observed mutation trajectory.

Global fitness-mediated epistasis

The general patterns of macroscopic epistasis in the uncorrelated landscape can also be realized in other models which have much less microscopic epistasis. For example, a key simplifying assumption of the uncorrelated landscape is that the effective beneficial mutation rate only depends on the fitness of the genetic background and not on its specific genotype. This leads us to consider a broader class of models of the form

\[ \rho(s|\bar{g}) = \rho(s|X(\bar{g})) , \]

where the shape of the DFE is similarly mediated by fitness. This form of epistasis has been implicated in recent genetic reconstruction studies (Chou et al., 2011; Khan et al., 2011; Kryazhimskiy et al., 2014), and it has been hypothesized to describe the patterns of epistasis in the LTEE as well (Kryazhimskiy et al., 2009; Wiser et al., 2013). Most of these studies have focused on an even simpler class of models of the form

\[ \rho(s|X) = f(X)^{-1}\rho_0(s/f(X)), \]

where the fitness-dependence of the DFE is given by a simple change of scale. We assume by convention that \( f(0) = 1 \), so that \( \rho_0(s) \) represents the ancestral DFE. In the weak mutation limit, the fitness trajectories for Eq. (17) must satisfy the implicit relation

\[ t(X) = \frac{1}{v_0} \int_0^X \frac{dX}{f(X)^2} , \]

where \( v_0 = 2NU_b \int_0^\infty s^2 \rho_0(s) ds = \partial_t \bar{X}(t)_{t=0} \). We can then invert this equation to solve for \( f(X) \) as a function of the fitness trajectory:

\[ f(X) = \left[ \frac{\partial_t \bar{X}(t)_{t=0}^{-1}(X)}{\partial_t \bar{X}(t)_{t=0}} \right]^{1/2} . \]

Thus, like the finite-sites model above, we can reproduce a given fitness trajectory with the rescaled DFE in Eq. (17) by choosing the correct form for \( f(X) \). Note, however, that Eq. (19) implicitly assumes that the right-hand side exists and is a real-valued function, which is satisfied for all \( \partial_t \bar{X}(t) > 0 \). This is a less restrictive condition than we found for the finite sites model in Eq. (9), which reflects the fact that fitness-mediated epistasis can generate accelerating as well as decelerating fitness trajectories with the appropriate choice of \( f(X) \).

We can realize this model microscopically by assuming that fitness effects of individual mutations obey the same scaling relation,

\[ s(X) = s_0 f(X) , \]

which allows us to make predictions for microscopic quantities like the fitness effects of reconstructed strains. However, there is not complete freedom to choose \( f(X) \) in this microscopic model, since the combined effects of a sequence of mutations must commute with each other. The only rescaling that satisfies this commutative property is the linear relation \( f(X) = 1 - X/X_c \), where \( X_c \) represents the global fitness maximum. In this case, the fitness effect of each mutation is scaled by the fractional distance to

\[ f(X) = 1 - X/X_c , \]

...
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**FIG. 3** Fitting a fitness-mediated epistasis model to the LTEE data. An analogous version of Fig. 2 constructed for the global diminishing returns model in Eq. (22) with an exponential ancestral DFE. Note the change in scale for the relative error in the mutation trajectory.

At first glance, Eq. (24) appears to give a decent fit to the observed mutation trajectory (Fig. S2), although it systematically overestimates the curvature. However, the best-fit scale $\langle s \rangle_f \sim 5\%$ lies in the clonal interference regime, so we must again turn to our computational framework to rigorously compare this model with the data.

To do so, we performed a grid search over combinations of $U, \sigma,$ and $X_c$ for an exponential ancestral DFE, $\rho_0(s) \propto \exp(-s/\sigma)$, which was the specific generative model proposed by Wiser et al. (2013). The posterior predictive $p$-value for the fitness trajectory is $p \approx 0.9$, which shows that the global diminishing returns model can still reproduce the observed fitness trajectory even when $NU_b > 1$. Figure 3A shows the average fitness and mutation trajectories for all parameters with $p > 0.05$. As expected, there is a large “ridge” of parameter values that reproduce the observed fitness trajectory, but the vast majority of these parameter combinations are inconsistent with the observed mutation trajectory. Those parameters with the best estimates of $M(t)$ still display some small systematic errors, underestimating the number of mutations in the first part of the experiment and overestimating them later (Fig. 3B). The numerical values of these parameters are also wildly unrealistic, since they predict that the mutation rate to fitness effects above 1% is more than a quarter of the genomic point mutation rate. In light of this information, we conclude that the mutation data is inconsistent with the particular global diminishing returns model proposed by Wiser et al. (2013).

However, our findings in the SSWM limit above suggest that the precise value of the estimated beneficial mutation rate can dramatically vary with the shape of the ancestral DFE, while the predictions of Eqs. (19) and (23) are insensitive to this choice. Similar insensitivity to the DFE has been noted in the clonal interference regime as well (Desai and Fisher, 2007; Fisher, 2013; Fogle et al.,...
Evidence for two evolutionary epochs

While the discrepancies in the mutation trajectory are too small to reject the fitness-mediated epistasis model outright, these systematic errors still suggest that the model defined by Eq. (22) may be missing a key feature of the experiment. This argues for a degree of caution in interpreting the parameters inferred in Fig. 3, particularly far into the future where the errors in the fitness and mutation trajectories start to grow larger. Of course, we could continue to postulate more elaborate models of epistasis to account for the mutation trajectory, and with enough additional parameters this approach is likely to be successful. For example, the fitness and mutation trajectories can both be reproduced by generalized finite sites models where we can tune the individual target sizes (File S1), or by fitness-mediated epistasis models where the overall mutation rate also depends on the fitness. But without a biological basis for choosing among the space of possible models, these additional assumptions are likely to overfit the mutation trajectory and lead to incorrect predictions for other observables (e.g., genetic diversity or variation among lines). Instead, we focus on an alternative class of models that are simpler in some ways, though more complex in others.

Revisiting the original data in Fig. 1, we note that we were initially led to consider models of macroscopic epistasis, rather than a constant DFE, because of the differences between the initial part of the experiment (e.g., before generation 10,000) and the later part of the experiment (e.g., after generation 10,000). The differences in the rate of adaptation are so striking that we can clearly rule out a constant DFE even without a rigorous statistical comparison. In contrast, the deceleration in the fitness trajectory in the final 40,000 generations of evolution is much less pronounced. This leads us to consider a simple statistical question: does the later portion of the experiment actually contain evidence of macroscopic epistasis, or are we simply extrapolating from the strong deceleration in the early part of the fitness trajectory?

We can frame this statistical question as a model of epistasis with two evolutionary epochs: an initial “poorly adapted” phase in the first 10,000 generations followed by a more “well-adapted” phase for the remaining 40,000 generations. We do not attempt to model the initial phase, but instead simply assume that the population is subject to some complicated and unspecified model of epistasis that generates the observed data with probability one. This could account for the fact that the large-effect mutations available at the beginning of the experiment might depend on specific details of the ancestral strain or other experimental details. After this initial phase of adaptation is complete, the population enters a second phase of evolution with negligible macroscopic epistasis. In other words, rather than try to fit a single model of a changing DFE to the whole experiment, we neglect the first 10,000 generations and instead try to fit an evolutionary model with a constant DFE to the last 40,000 generations of evolution.

Assuming a constant DFE implies that the fitness and mutation trajectories after generation 10,000 are given...
This fitness trajectory has the same number of nominal parameters as the logarithmic curve in Eq. (2), although it is important to remember that Eq. (2) carries an implicit functional degree of freedom that was used to obtain the logarithmic trajectory in the first place. Figure 4 shows that even on a purely curve-fitting level, the non-epistatic fitness trajectory is only marginally less accurate than its epistatic counterpart. We infer an adaptation rate of \( v_0 \approx 0.2\% \) per 1000 generations and a substitution rate of \( R_0 \approx 1.1 \) per 1000 generations. Although this adaptation rate appears to overestimate the fitness gain after generation 40,000, the more precise fitness assays performed between generations 40,000 and 50,000 corroborate the 2% increase (Fig. 4, inset). The fitted values of \( v_0 \) and \( R_0 \) can be used to infer the typical fitness effect of a fixed mutation and a corresponding effective mutation rate based on the relations

\[
 s_{\text{eff}} \approx \frac{v_0}{R_0}, \quad v_0 \approx \frac{2 \log(2 N s_{\text{eff}})}{\log^2(s_{\text{eff}}/U_{\text{eff}})},
\]

derived in previous theoretical work (Desai and Fisher, 2007). For the values of \( v_0 \) and \( R_0 \) above, we find a typical fixed fitness effect of order \( s_{\text{eff}} \approx 2 \times 10^{-3} \) and an effective mutation rate of order \( U_{\text{eff}} \approx 2 \times 10^{-6} \).

However, this discussion has so far been based purely on curve-fitting and not on a specific generative model of the dynamics. Using our computational framework, we can evaluate the fit of the two-epoch model more rigorously. To do so, we performed a grid search over combinations of \( U, \sigma, \) and \( X_c \) for a truncated exponential distribution \( s_{\text{max}} = 4\sigma \). Recall that there is little power to infer the shape of the DFE in this model; we chose the truncated exponential distribution because its parameters can be directly compared to the best-fit diminishing returns model in Eq. (22). We find that the best non-epistatic models are statistically consistent with the observed fitness trajectory \( (p \approx 0.9; \chi^2 \text{ test}) \), and provide only a marginally worse fit than the diminishing returns models above \( (\Delta \log L < -3) \). Moreover, this difference in likelihood vanishes completely if we restrict our attention to the last 35,000 generations of the experiment rather than the last 40,000. Together, these results suggest that there is limited evidence for macroscopic epistasis in the later portion of the LTEE based on the currently available data.

**DISCUSSION**

Genetic reconstructions provide numerous examples of interactions between the fitness effects of individual mutations. The existence of these interactions is hardly surprising, given the physiological and developmental complexity of most organisms. However, the evolutionary implications of these interactions remain controversial. In this study, we used longitudinal data from a long-term evolution experiment in *E. coli* to investigate the evolutionary influence of epistasis in a simple empirical setting. We focused on two basic questions: (1) how do naturally occurring patterns of epistasis alter the rate of fitness increase and the accumulation of new mutations in a constant environment? and (2) what are the simplest models of epistasis that are consistent with the observed data?

The first of these questions is largely descriptive, and has been the focus of previous work in this experimental system and many others (Barrick et al., 2009; Kryazhimskiy et al., 2012, 2014; Lenski and Travisano, 1994; Perfeito et al., 2014; Silander et al., 2007; Wichman et al., 1999; Wiser et al., 2013). The latter question, in contrast, demands a quantitative approach, and must account for the fact that the underlying model of epistasis can only be observed through the filter of population genetic stochasticity and measurement error. In this study, we developed a computational framework to account for these confounding factors, which allows us to quantify the consistency of a predicted fitness trajectory using well-established statistical tools. Combined with analytical results in the weak-mutation limit, we used this framework to investigate the compatibility of several popular models of epistasis.

We found that the shape of a decelerating fitness trajectory on its own provides little power to distinguish between different models of epistasis, including finite-sites models that lack any direct interactions between mutations. This suggests that the underlying “symmetry group” or universality class for this observable may be quite large (Frank, 2014), which could potentially explain why previous studies have been so successful at fitting the LTEE fitness trajectory with simple epistatic models (Frank, 2014; Sibani et al., 1998; Wiser et al., 2013). However, this symmetry is broken as soon as we include information about the number of mutations that have accumulated, and the combination of fitness and genetic data places much stronger constraints on the set of possible models. Of the simple 2 and 3-parameter models considered here, we found that a variant of the global diminishing returns model proposed by Wiser et al. (2013) provides the best fit to the observed data, although certain systematic errors still remain. These systematic errors, combined with the weak-diminishing returns signal in the first five mutations in the Ara-1 population (File S1), suggest a degree of caution in interpreting the support for this model.

Instead, we find that the data are equally well explained by a two-epoch model of adaptation, in which an initial burst of macroscopic epistasis is followed by a steady accumulation of mutations under a constant DFE. Although this model offers no insight into the initial (presumably idiosyncratic) phase of adaptation, it
provides a more parsimonious explanation for the dynamics in the latter phase of the experiment. Moreover, given that this second phase accounts for three quarters of the present duration of the LTEE and more than half of the accumulated mutations, it could be argued that it provides a better description of the “typical” dynamics of adaptation in a constant environment than the initial, epistatic phase of the adaptive walk. Under this hypothesis, the widespread diminishing returns epistasis observed in other experimental systems may simply be a reflection of their comparatively brief duration.

In light of this speculation, it is worth commenting on the population genetic parameters estimated in the second, slower phase of the LTEE. When faced with a constant environment, it is natural to expect that a population will eventually enter a slower phase of adaptation once the most obvious beneficial mutations are exhausted. However, this steady-state is usually assumed to have a negligible beneficial mutation rate and correspondingly simple evolutionary dynamics. In contrast, the scaled mutation rates that we estimate for the LTEE are surprisingly large (NU ~ 10 – 100), and are comparable to rapidly evolving laboratory yeast populations near the beginning of their adaptive walk (Frenkel et al., 2014). Although the fitness effects of these mutations (s ~ 0.1%) fall below the resolution limit of most fitness assays, the effective population size is large enough that the scaled selection strengths are quite large from a population genetic standpoint (Ns > 10^4). Interestingly, these scaled beneficial mutation rates and selection strengths are sufficiently large that deleterious mutations are expected to have a negligible influence on the rate of adaptation (Good and Desai, 2014). (We also note that extrapolating these estimates to the mutator lines would suggest that the declining mutation rate observed in Ara-1 (Wielgosz et al., 2013) may involve selection for more than just a reduced deleterious load.)

Together, these estimates suggest that even the “slow” phase of the LTEE is characterized by rapid adaptation, in which multiple beneficial mutations compete for fixation at the same time. These dynamics are illustrated by the simulated mutation trajectories in Fig. S6, which display an even greater amount of hitchhiking and clonal interference than similar trajectories measured in a recent evolution experiment in yeast (Lang et al., 2013). However, since the individual fitness effects are an order of magnitude smaller, the competition between beneficial mutations occurs over a much longer timescale than is normally observed in experimental evolution. For example, it is not uncommon to find a beneficial mutation that persists for thousands of generations at intermediate frequencies before it accumulates enough additional mutations to sweep to fixation. These transiently stable polymorphisms would suggest adaptive radiation or frequency-dependent selection on a more traditional experimental timescale (e.g. less than 2,000 generations), but they arise here as a natural consequence of the population genetic process.

Of course, the preceding discussion should be treated with a degree of caution, since our present estimates are based on a limited number of clone sequences and relatively noisy fitness measurements. It is possible that additional data would indicate a departure from the constant adaptation rate in the second phase of the experiment, or reverse some of the systematic errors of the global diminishing returns model. Moreover, even a perfectly resolved fitness and mutation trajectory will likely be consistent with more than one evolutionary model, just as a perfectly resolved fitness trajectory is consistent with multiple mutation trajectories. Our estimates should therefore be viewed as merely consistent with the available data, rather than strongly supported by them. Nevertheless, our results demonstrate that an easy-to-measure genetic observable such as the mutation trajectory can greatly restrict the set of models that are consistent with a measured fitness trajectory. Additional information about the genetic diversity within the population (e.g., measured from pairwise heterozygosity among clones) will likely provide even more power to distinguish between competing hypotheses. The computational framework developed here provides a powerful and flexible method for incorporating this genetic information as it becomes available.
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**APPENDIX**

**Fitness trajectories.** The fitnesses of the LTEE strains were calculated from Eq. (1) using the raw competition assays reported by Wiser et al. (2013). The quantity \( f/(1-f) \) was estimated from the ratio of red and white colonies when plated on arabinose media, and the duration each competition was \( \Delta t = \log_2(100) \approx 6.6 \) generations. The fitness gains between generation 40,000 and 50,000 were calculated in a similar manner, but with a longer competition time of \( \Delta t = 3\log_2(100) \approx 19.9 \) generations. Subsequent analysis of the fitness trajectory was restricted to the six non-mutator populations with complete fitness measurements: *Ara−5*, *Ara−6*, *Ara+1*, *Ara+2*, *Ara+4*, and *Ara+5* (Wiser et al., 2013). These populations were chosen because they have complete fitness trajectories that can be reasonably expected to evolve under the same population genetic model. Notably, this subset excludes both the citrate-metabolizing population (Ara−3) studied by Blount et al. (2008), as well as the crossfeeding population (Ara−2) studied by Rozen and Lenski (2000).

The mutation trajectory. The total number of genetic changes was estimated from the DNA sequences of clones analyzed by Barrick et al. (2009) and Wielgoss et al. (2011). The finalized mutation calls for the clones in Barrick et al. (2009) were obtained from supplementary tables 1 and 2 of that work, and the mutation calls for the clones in Wielgoss et al. (2011) were obtained from the supplementary data files available at http://barricklab.org/twiki/pub/Lab/SupplementLongTermMutationRates/long-term_mutation_rates.zip. To obtain a more densely sampled mutation trajectory, we included clones from populations that were excluded from the fitness trajectory analysis above. This includes seven clones sampled from the *Ara−1* population prior to the spread of the mutator phenotype, and two clones sampled from the *Ara−3* population prior to the spread of the citrate-metabolizing phenotype. The complete list of included clones is given in Table S1.

Population genetic simulations. Simulated fitness and mutation trajectories were obtained from a forward-time algorithm designed to mimic the serial transfer protocol of the LTEE. Between each transfer, lineages are assumed to expand clonally for \( \log_2(100) \approx 6.64 \) generations at a deterministic exponential growth rate \( r = r_0 + X \), where \( X \) is the fitness relative to the ancestor. At the transfer step, the population is diluted 100-fold (with Poisson sampling noise) to \( N_0 = 5 \times 10^6 \) individuals. Mutations accumulate at a constant rate \( U \) during the growth phase, but we assumed that they do not significantly influence the fitness of the individual until the next transfer cycle. Thus, mutation was approximated by assuming that each individual has a probability \( 6.64 \cdot U \) of gaining a mutation at the end of a transfer step, with additive fitness effects drawn from the genotype-specific DFE, \( \rho(s|\bar{g}) \). For the finite-sites model, a discrete ancestral DFE was initialized by drawing \( L \) fitness effects from the continuous distribution \( \rho_0(s) \), with the same realization shared across replicate lines. A copy of our implementation in C++ is available at https://github.com/benjaminhgood/lnet_inference.

Fitness effects of individual mutations. The fitness effects of the five mutations in Fig. S5 were calculated from the raw competition assays reported by Khan et al. (2011). The fitness effect \( s \) was defined as the difference between the fitness of the mutant and background genotypes, which were estimated from the competition assays using the same procedure as above.

Likelihood estimation. The likelihood of each parameter combination was estimated from simulations using Eq. (4). To speed computation, we simulated 18 replicate populations and generated \( n = 10,000 \) different 6-population averages by bootstrap resampling. The scaled likelihood \( \Lambda \), which differs from \( p(\bar{X}_{\text{obs}}, \Delta \bar{X}_{\text{obs}}|\theta) \) by a
constant factor, was defined as
\[ \Lambda \equiv \sum_{i=1}^{n} \exp \left[ -\frac{\sum_{(t_k)} (\bar{X}_{\text{obs}}(t_k) - \bar{X}_i(t_k))^2}{2\sigma_{\text{err},\bar{X}}^2} \right] \times \exp \left[ -\frac{(\Delta \bar{X}_{\text{obs}} - \Delta \bar{X}_i)^2}{2\sigma_{\text{err},\Delta \bar{X}}^2} \right], \]  
(27)

where the measurement uncertainties \( \sigma_{\text{err},\bar{X}} \approx 1.4\% \) and \( \sigma_{\text{err},\Delta \bar{X}} \approx 0.4\% \) were estimated from Fig. 1.

Statistical tests. The consistency of each parameter combination was assessed using a \( \chi^2 \) goodness-of-fit test. We simulated 18 replicate populations to estimate \( \bar{X}(t) \) and \( \Delta \bar{X} \), and we generated \( n = 10,000 \) different 6-population averages by bootstrap resampling these replicates and adding unbiased Gaussian measurement noise with \( \sigma_{\text{err},\bar{X}} = 1.4\% \) and \( \sigma_{\text{err},\Delta \bar{X}} = 0.4\% \). The \( p \)-value is then approximated by
\[ \Pr [\chi^2 > \chi^2_{\text{obs}} | \theta] \approx \frac{1}{n} \sum_{i=1}^{n} \theta (\chi^2_i - \chi^2_{\text{obs}}) \]  
(28)

where \( \theta(x) \) is the Heaviside step function and \( \chi^2_i \) is the mean squared error,
\[ \chi^2_i = \frac{\sum_{t_k} (\bar{X}_i(t_k) - \bar{X}(t_k))^2}{\sigma_{\text{err},\bar{X}}^2} + \frac{(\Delta \bar{X}_i - \Delta \bar{X})^2}{\sigma_{\text{err},\Delta \bar{X}}^2}. \]  
(29)

The posterior predictive \( p \)-value for the entire model is then defined by
\[ p = \frac{\int \Pr [\chi > \chi_{\text{obs}} | \theta] p(\bar{X}_{\text{obs}} | \theta) p(\theta) d\theta}{\int p(\bar{X}_{\text{obs}} | \theta) p(\theta) d\theta}, \]  
(30)

where \( p(\theta) \) is the prior distribution of parameter values.
SUPPLEMENTAL INFORMATION

I. THE NEUTRAL MUTATION RATE

To predict the patterns of fitness and mutation accumulation in the LTEE, our population genetic model utilizes the key approximation,

$$U \rho(s) \approx U_n \delta(s) + U_b \rho_b(s),$$

(S1.1)

which partitions the DFE into a set of strongly beneficial “driver” mutations and a collection of nearly neutral “passengers” (Good and Desai, 2014; Schiffels et al., 2011). By assumption, the driver mutations set the important evolutionary timescales in the system (e.g., the rate of adaptation and the coalescence timescale), while the passenger mutations constitute a perturbative correction. In recent theoretical work, we have shown that this approximation is accurate when the mutation rate is small compared to the relevant fitness differences in the population (Good and Desai, 2014), which is expected to be the case for the non-mutator lines in the LTEE. Note that as defined above, the passenger portion of the DFE is comprised not only of truly neutral mutations ($|s| \lesssim 1/N$), but also those mutations that approach the neutral substitution rate by hitchhiking with the beneficial drivers. As such, $U_n$ has an implicit dependence on both $N$ and $U_b \rho_b(s)$.

Since $U_n$ is an effective parameter, it cannot be measured directly. Instead, it must be self-consistently inferred from the data along with the other model parameters. In principle, this is straightforward: the passenger mutations do not influence the fitness trajectory by construction, so the neutral mutation rate can be estimated from a regression of the mutation trajectory residuals, $\overline{M}_{\text{obs}}(t) - \overline{M}_b(t)$. Nevertheless, we will find it useful to place some crude bounds on $U_n$, both to limit the range of the regression and to allow for back-of-the-envelope arguments that do not require the full precision of our computational inference scheme. To establish these bounds, we will make use of the fact that the neutral mutation rate cannot exceed the total per genome mutation rate or the observed mutation accumulation rate.

Unlike the $U_n$, the total genomic mutation rate is a directly measurable quantity, although these measurements can be confounded by dependence on the genetic background (Matic et al., 1997), genomic heterogeneity (Lang and Murray, 2008), and the role of complex mutational events. In previous work, Wielgoss et al. (2011) estimated that the total point mutation rate in the LTEE strain is approximately $U_{\text{point}} \sim 4 \times 10^{-4}$, based on the number of synonymous mutations that have accumulated over the course of the experiment. A mutation accumulation study in a different strain of *E. coli* found that small indels occur approximately an order of magnitude less frequently than point mutations (Lee et al., 2012), or $U_{\text{indel}} \approx 0.1 U_{\text{point}}$. This is comparable to observations in other organisms such as yeast (Zhu et al., 2014). In comparison, much less is known about the mutation rate for larger indels and other chromosomal rearrangements, such as those arising from insertion sequence (IS) elements. This uncertainty is particularly problematic for the LTEE, since these complex mutations constitute a substantial fraction of the observed mutation trajectory. A recent mutation accumulation study in a different strain of *E. coli* estimated that the total rate of IS events in their background is approximately $U_{IS} \sim 3 \times 10^{-4}$. In the LTEE lines, ~100 rearrangements were observed across all twelve populations by generation 40,000, which suggests that the mutation rate to neutral IS mutations is bounded by $U_{IS,n} \lesssim 2 \times 10^{-4}$. However, this is likely to be an overestimate, since some of these mutations are probably beneficial. For example, in the single population where timecourse information is available (Ara-1), the accumulation of rearrangements slows significantly after 10,000 generations. If we restrict our attention to the mutations that have accumulated after generation 10,000, the bound on $U_{IS,n}$ drops to $6 \times 10^{-5}$, which is more in line with the rate of small indels. Note, however, that all of these estimates are based on extremely limited data, and are highly susceptible to statistical fluctuations and other ascertainment biases. In the absence of more precise estimates, we decided to employ the combined bound,

$$U_n \lesssim U_{\text{point}} + U_{\text{indel}} + U_{IS,n} \lesssim 7 \times 10^{-4},$$

(S1.2)

with the hope that any underestimation of the rate of complex mutational events is balanced by an overestimation of the neutral fraction of point mutations.

II. THE “RUNNING OUT OF MUTATIONS” MODEL

In the main text, we analyzed the patterns of fitness and mutation accumulation in a simple “running out of mutations” model of macroscopic epistasis. Here, we present our model in more detail, and show how the continuum analysis in
the main text emerges from a model which is fundamentally based on a finite number of sites. In the most general form of this model, we consider a collection of \( L_b \) sites with fitness effects \( \{s_i\}_{i=1}^{L_b} \) and target sizes \( \{\mu_i\}_{i=1}^{L_b} \), from which we can define a joint distribution of target sizes and fitness effects,

\[
f_0(\mu, s) = \frac{1}{L_b} \sum_{i=1}^{L_b} \delta(\mu - \mu_i) \delta(s - s_i) .
\]  

(S2.1)

Here, \( f_0(\mu, s) \) can be interpreted as the probability density that a randomly drawn site has a target size \( \mu \) and fitness effect \( s \). Similarly, the marginal distribution \( f_0(s) = \int f_0(\mu, s) \, d\mu \) can be interpreted as the probability density that a randomly drawn site has fitness effect \( s \), independent of the target size. Note that \( f_0(s) \) differs from the traditional DFE, \( \rho_0(s) \), which is the probability density that a randomly drawn mutation has fitness effect \( s \). Since mutations will be biased towards sites with larger target sizes, the DFE corresponds to the weighted integral,

\[
U_b \rho_0(s) = L_b \int \mu f_0(\mu, s) \, d\mu .
\]  

So far, our discussion has been purely notational. The content of this model comes from the assumption that, once a given site has mutated, further mutations at that site are no longer beneficial. For example, after a loss-of-function mutation of a particular pathway, further loss-of-function mutations in the same pathway are expected to have little to no effect \( (s \approx 0) \), while the reversion will restore the original function of the gene \( (s < 0) \). In the large population limit, these mutated sites will act as if they are effectively removed from the beneficial portion of the DFE. Based on this intuition, we define a collection of indicator variables \( \{I_i(t)\}_{i=1}^{L_b} \), where \( I_i(t) = 1 \) if a mutation at site \( i \) has fixed by time \( t \). We can use these indicator variables to define a time-dependent version of \( f_0(\mu, s) \),

\[
f(\mu, s, t) = \frac{1}{L_b} \sum_{i=1}^{L_b} (1 - I_i(t)) \delta(\mu - \mu_i) \delta(s - s_i) ,
\]  

(S2.3)

which satisfies the initial condition \( f(\mu, s, 0) = f_0(\mu, s) \). In the SSWM limit, \( p_{\text{fix}}(s) \approx 2s \) is independent of \( f(\mu, s, t) \), so that the latter evolves as

\[
\partial_t \langle f(\mu, s, t) \rangle = -2N\mu s \langle f(\mu, s, t) \rangle ,
\]  

(S2.4)

or

\[
\langle f(\mu, s, t) \rangle = f_0(\mu, s) e^{-2N\mu s t} ,
\]  

(S2.5)

where \( \langle f(\mu, s, t) \rangle \) denotes the expectation value over \( \{I_i(t)\}_{i=1}^{L_b} \). It is similarly straightforward to show that the average fitness and mutation trajectories, \( \bar{X}(t) = \sum_i s_i \langle I_i(t) \rangle \) and \( \bar{M}(t) = \sum \langle I_i(t) \rangle \), evolve as

\[
\partial_t \bar{X}(t) = \int 2NL_b \mu s^2 e^{-2N\mu s t} f_0(\mu, s) \, d\mu \, ds ,
\]  

(S2.6a)

\[
\partial_t \bar{M}(t) = \int 2NL_b \mu s e^{-2N\mu s t} f_0(\mu, s) \, d\mu \, ds .
\]  

(S2.6b)

Thus, our model corresponds to the strong-selection \( (Ns \to \infty) \) limit of the weak-mutation model analyzed by McCandlish et al. (2014b). We recover Eqs. (5), (6), and (7) in the main text by demanding that all sites have the same target size \( \mu = U_b/L_b \), so that

\[
f_0(\mu, s) = \delta \left( \mu - \frac{U_b}{L_b} \right) \rho_0(s) .
\]  

(S2.7)

Note that in the present framework, our pseudo-continuous DFEs exist purely for notational convenience, since the set of available mutations is always bounded in practice. However, in certain cases it will be computationally convenient to consider the large \( L_b \) limit of these equations, in which sums over discrete numbers of sites are replaced with integrals over a continuous distribution. We have constructed our notation in such a way that this limit requires no modification of our equations, with the implicit caveat that we can only consider distributions for which this limit is well-defined. This excludes pathological cases like heavy-tailed DFEs, which lead to singular dynamics in the \( L_b \gg 1 \) limit.
Derivation of Eq. (10)

In this section, we show how one can obtain a logarithmic fitness trajectory from a finite sites model with an ancestral DFE,

\[
\rho_0(s) \propto \begin{cases} 
  s^{-2} e^{-s/\sigma} & \text{if } s > \epsilon \sigma, \\
  0 & \text{else},
\end{cases}
\]  

(S2.8)

where \( \epsilon \) is a small parameter. We will make use of the asymptotic expansion

\[
I_p(\epsilon) \equiv \int_{\epsilon}^{\infty} \xi^{-p} e^{-\xi} d\xi \sim \begin{cases} 
  \epsilon & \text{if } p > 1, \\
  \log \left( \frac{1}{\epsilon} \right) & \text{if } p = 1, \\
  \Gamma(1-p) & \text{if } p < 1.
\end{cases}
\]  

(S2.9)

The normalizing constant for the DFE is therefore given by

\[
C = \int_{\epsilon}^{\infty} \sigma \xi^{-2} e^{-\xi} d\xi \approx \epsilon \sigma,
\]  

(S2.10)

and the mean and mean-squared fitness effects are

\[
\langle s \rangle = \epsilon \sigma \int_{\epsilon}^{\infty} \xi^{-1} e^{-\xi} d\xi \approx \epsilon \sigma \log \left( \frac{1}{\epsilon} \right),
\]  

(S2.11)

\[
\langle s^2 \rangle = \epsilon \sigma^2 \int_{\epsilon}^{\infty} e^{-\xi} d\xi \approx \epsilon \sigma^2.
\]  

(S2.12)

Substituting Eq. (7) into Eq. (6), we find that the fitness trajectory is given by

\[
\partial_t \mathbf{X}(t) = \begin{bmatrix} 2NU_b \xi^2 e^{-2\xi NUt/L} \rho_0(s) = 2NU_b \epsilon \sigma^2 \int_{\epsilon}^{\infty} \exp \left[ - \left( \frac{2NU_b \sigma t}{L} + 1 \right) \xi \right] d\xi, \\
\end{bmatrix}
\]  

(S2.13)

which yields a logarithmic fitness trajectory

\[
\mathbf{X}(t) = (L \sigma \epsilon) \log \left( 1 + \frac{2NU_b \epsilon \sigma^2 t}{L \sigma \epsilon} \right),
\]  

(S2.14)

provided that \( t \ll L/(2NU_b \sigma \epsilon) \). When \( t \approx L/(2NU_b \sigma \epsilon) \), we have \( \mathbf{X}(t) \approx \mathbf{X}(\infty) \), so we can also write this condition in the form \( \mathbf{X}(t) \ll \mathbf{X}(\infty) \). Even after fitting \( X_c = L \sigma \epsilon \) and \( v_0 = 2NU_b \epsilon \sigma^2 \), there is still sufficient freedom to choose the parameters so that this condition holds for any finite time \( t_{\max} \) or fitness \( \mathbf{X}(t_{\max}) \).

Heterogeneous target sizes

It is also useful to investigate the consequences of the running out of mutations model when we relax the uniform target size assumption. This becomes unwieldy in our original DFE notation, but simplifies considerably if we change variables from the target size \( \mu \) to the substitution rate \( R = 2N\mu s \). From the change of variables theorem, this induces a related joint distribution,

\[
g_0(R, s) = \frac{f_0(R/2Ns, s)}{2Ns},
\]  

(S2.15)

which allows us to rewrite the fitness and mutation trajectories in the form

\[
\partial_t \mathbf{X}(t) = L_b \int R e^{-Rt} g_0(R, s) dR ds = L_b \int h(R) R e^{-Rt} g_0(R) dR,
\]  

(S2.16a)

\[
\partial_t \mathbf{M}_b(t) = L_b \int R e^{-Rt} g_0(R, s) dR ds = L_b \int R e^{-Rt} g_0(R) dR.
\]  

(S2.16b)
Here, \( g_0(R) = \int g_0(s, R) \, ds \) is the marginal distribution of \( R \) and \( h(R) = g_0(R)^{-1} \int s g_0(R, s) \, ds \) is the conditional mean of \( s \) given \( R \). Thus, it is easy to see that for a fixed \( h(R) \), the relationship between \( \bar{X}(t) \) and \( \bar{M}_b(t) \) is completely determined. For example, we recover Eq. (12) in the main text when \( h(R) \propto R \), even if the distribution of target sizes is not completely uniform. However, it is also clear that if we are allowed to tune \( h(R) \) and \( g_0(R) \) independently, then it is possible to fit both \( \bar{X}(t) \) and \( \bar{M}_b(t) \) simultaneously with the inverse Laplace transforms

\[
g_0(R) \propto \frac{\mathcal{L}^{-1}\{\partial_\lambda \bar{M}_b\}}{L_b R}, \quad (S2.17a)
\]

\[
h(R) \propto \frac{\mathcal{L}^{-1}\{\partial_\lambda \bar{X}\}}{\mathcal{L}^{-1}\{\partial_\lambda \bar{M}_b\}}, \quad (S2.17b)
\]

subject to the same technical restrictions on \( \bar{X}(t) \) and \( \bar{M}_b(t) \) that we encountered in the text. See also related results by (McCandlish et al., 2014b), who study similar questions while relaxing the strong selection requirement.

For example, we can reproduce both the fitness and mutation trajectories of the global diminishing returns model in Eq. (22) by choosing

\[
g_0(R) \propto \begin{cases} R^{-3/2} e^{-R/\tilde{\rho}} & \text{if } R > \epsilon \tilde{\rho}, \\ 0 & \text{else}, \end{cases} \quad (S2.18)
\]

\[
h(R) = \tilde{s} \left( \frac{R}{\tilde{\rho}} \right)^{1/2}, \quad (S2.19)
\]

where

\[
\tilde{\rho} = \frac{2NU_b(s)\langle s \rangle_f}{\bar{X}_c}, \quad c = \langle s \rangle_f, \quad L_b = \frac{2X_c}{(s_f) \sqrt{\epsilon}}, \quad (S2.20)
\]

and \( \epsilon \ll 1 \) is a small parameter chosen to maintain normalization. We can achieve this by choosing a joint distribution for \( R \) and \( s \) of the form

\[
g_0(R, s) \propto \begin{cases} \delta \left[ s - c \left( \frac{R}{\tilde{\rho}} \right)^{1/2} \right] R^{-3/2} e^{-R/\tilde{\rho}} & \text{if } R > \epsilon \tilde{\rho}, \\ 0 & \text{else}. \end{cases} \quad (S2.21)
\]

Switching back to \( \mu \) and \( s \), we have

\[
f_0(\mu, s) \propto \begin{cases} (2Ns) \cdot \delta \left[ s - c \left( \frac{2Ns\mu}{R} \right)^{1/2} \right] (2Ns\mu)^{-3/2} e^{-2Ns\mu/\tilde{\rho}} & \text{if } 2Ns\mu > \epsilon \tilde{\rho}, \\ 0 & \text{else}, \end{cases}
\]

\[
\propto \begin{cases} (2Ns)^{-1/2} \cdot \delta \left[ \mu - \frac{Rs}{2Nc^2} \right] \mu^{-3/2} e^{-2Ns\mu/\tilde{\rho}} & \text{if } 2Ns\mu > \epsilon \tilde{\rho}, \\ 0 & \text{else}, \end{cases}
\]

\[
\propto \begin{cases} \delta \left[ \mu - \frac{U_b(s)}{X_c} \right] s^{-2} \exp \left[ -\left( \frac{s}{c} \right)^2 \right] & \text{if } s > c\sqrt{\epsilon}, \\ 0 & \text{else}, \end{cases} \quad (S2.22)
\]

where the normalization factor is

\[
C = \int_{c\sqrt{\epsilon}}^{\infty} \frac{1}{s^{-2} e^{-(s/c)^2}} \, ds = \frac{2c}{\int_{\epsilon}^{\infty} \xi^{-3/2} e^{-\xi} \, d\xi} = \epsilon^{1/2}. \quad (S2.23)
\]

In terms of the traditional DFE, \( \rho_0(s) \), we have

\[
\rho_0(s) \propto \int \mu f_0(\mu, s) \, d\mu \propto \begin{cases} s^{-1} e^{-(s/c)^2} & \text{if } s > c\sqrt{\epsilon}, \\ 0 & \text{else}, \end{cases} \quad (S2.24)
\]

where the overall mutation rate is given by

\[
U_b = L_b \int \mu f_0(\mu, s) \, d\mu \, ds = \frac{L_b \tilde{\rho} \sqrt{\epsilon}}{4NC} \int_{\epsilon}^{\infty} \xi^{-1} e^{-\xi} \, d\xi , \quad \approx \frac{\nu_0}{2Nc^2} \log \left( \frac{1}{\epsilon} \right). \quad (S2.25)
\]
These expressions show that (within the context of the SSWM limit) the scaling of \( \bar{X}(t) \) and \( \bar{M}(t) \) with \( NU_b \) cannot be used to distinguish between the generalized running out of mutations model and the global diminishing returns model in Eq. (22). However, the time-dependent DFE, \( \rho(s,t) \), differs between the two models, which implies that they still constitute different models of macroscopic epistasis. In principle, these differences can be elucidated by considering additional observables or by probing the scaling with \( N \) and \( U_b \) in the clonal interference regime.

### III. COMPARISON WITH RECONSTRUCTION DATA

In the main text, we have focused on signatures of epistasis in long-term patterns of fitness and mutation accumulation. Since our inferences are conducted at this aggregate level, it is natural to ask how our results relate to more traditional measures of epistasis derived from the fitness effects of individual mutations. Actual data in this case is somewhat limited, given the general difficulty of identifying and reconstructing mutations that arose during the course of an evolution experiment. Fortunately, in the case of the LTEE, a small scale study was recently carried out by Khan et al. (2011), who reconstructed all \( 2^5 \) allelic combinations of the first 5 mutations that fixed in the Ara-1 population. This allowed them to measure the fitness effects of 5 mutations in 16 different genetic backgrounds, 3 of which showed signatures of diminishing returns epistasis.

One the one hand, it is tempting to apply our global diminishing returns models directly to the full dataset, e.g., plotting \( s(X)/s(0) \) as a function of \( X \) for each of the 5 mutations. Wiser et al. (2013) employed a related method to support the global diminishing returns model in Eq. (22). However, as we have argued above, we must be careful when extrapolating from macroscopic models of epistasis to fundamentally microscopic measurements. In particular, we showed in the text that one cannot define a consistent model of microscopic epistasis where \( s(X) = s(0)e^{-X/X_c} \), since this would violate the bookkeeping property (Nagel et al., 2012). Thus, in a technical sense, the dependence of \( s(X)/s(0) \) on \( X \) cannot provide additional evidence for the model in Eq. (22).

However, there is one aspect of the reconstruction data that can be used to gauge the support for the macroscopic model in Eq. (10). If global diminishing returns is responsible for the decelerating fitness trajectory in Fig. 1, then the fitness effects of fixed mutations should decrease along the line of descent, independent of their effects in other backgrounds. For example, in the SSWM limit, the distribution of fitness effects of fixed mutations (measured in the background in which they arise) must satisfy the scaling relation,

\[
\rho_f(s|X) \propto \left( \frac{s}{f(X)} \right)^2 \rho_0 \left( \frac{s}{f(X)} \right).
\]  

(S3.1)

This distribution becomes more complicated in the clonal interference regime, but the scaling with \( f(X) \) is approximately preserved up to logarithmic corrections (Good et al., 2012). In either case, we expect the fitness effects of fixed mutations to decrease roughly proportionally to \( f(X) \). However, the data itself shows no such decrease (Fig. S5). Of course, this finding should be treated with a degree of caution, since it is based on a sample of five mutations from \( \rho_f(s) \) with considerable sampling noise. Nevertheless, it implies that there is limited evidence in the Khan et al. (2011) data to suggest that global diminishing returns is driving the deceleration in the fitness trajectory. As suggested by Draghi and Plotkin (2013), the stronger diminishing returns signal off the line of descent may reflect ascertainment biases inherent in any set of fixed mutations.
### TABLE S1 A list of the clones used to estimate the mutation trajectory in Fig. 1B.

<table>
<thead>
<tr>
<th>Generation</th>
<th>Clone ID</th>
<th>Population</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>2,000</td>
<td>REL1164A, REL2179A</td>
<td>Ara−1</td>
<td>Barrick et al. (2009)</td>
</tr>
<tr>
<td>5,000</td>
<td>REL4536A, REL7177A</td>
<td>Ara−1</td>
<td>Barrick et al. (2009)</td>
</tr>
<tr>
<td>10,000</td>
<td>REL8593A, REL8593B, REL8593C</td>
<td>Ara−1</td>
<td>Wielgoss et al. (2011)</td>
</tr>
<tr>
<td>15,000</td>
<td>REL10947, REL10948, REL10949</td>
<td>Ara−5</td>
<td>Wielgoss et al. (2011)</td>
</tr>
<tr>
<td>20,000</td>
<td>REL11005, REL11009, REL10950, REL10951, REL10956, REL10957, REL10982, REL10983</td>
<td>Ara+1, Ara+2, Ara+4, Ara+5</td>
<td>Wielgoss et al. (2011)</td>
</tr>
<tr>
<td>30,000</td>
<td>ZDB16, ZDB357</td>
<td>Ara−3</td>
<td>Wielgoss et al. (2011)</td>
</tr>
<tr>
<td>40,000</td>
<td>REL10908, REL10909</td>
<td>Ara+1</td>
<td>Wielgoss et al. (2011)</td>
</tr>
<tr>
<td></td>
<td>REL10950, REL10951</td>
<td>Ara+2</td>
<td>Wielgoss et al. (2011)</td>
</tr>
<tr>
<td></td>
<td>REL10956, REL10957</td>
<td>Ara+4</td>
<td>Wielgoss et al. (2011)</td>
</tr>
<tr>
<td></td>
<td>REL10982, REL10983</td>
<td>Ara+5</td>
<td>Wielgoss et al. (2011)</td>
</tr>
</tbody>
</table>

FIG. S1 Comparison of the four analytical fitness trajectories in Eqs. (2), (8), (21), and (25). The best-fit parameters were obtained by minimizing the mean squared error, and the fit of the linear trajectory in Eq. (25) was restricted to the last 40,000 generations of evolution.

FIG. S2 Comparison of the four analytical mutation trajectories in Eqs. (13), (15), (24), and (25). The best-fit parameters were obtained by minimizing the mean squared error in the presence of an unknown neutral mutation rate $0 \leq U_n \leq U_{tot}$, and the fit of the linear trajectory in Eq. (25) was restricted to the last 40,000 generations of evolution.
FIG. S3 Fitting an uncorrelated landscape model to the LTEE data. An analogous version of Fig. 2 constructed for the uncorrelated landscape model in Eq. (14) with an exponential ancestral DFE. Note the change in scale for the relative error in the mutation trajectory. To ensure better convergence of the ensemble mean fitness trajectory, we simulated 100 independent populations for bootstrap resampling instead of the 18 used for the other models.
FIG. S4 An analogous version of Fig. 3 for a truncated exponential ancestral DFE ($s_{\text{max}} = 4\sigma$).

FIG. S5 The fitness effects (along the line of descent) for the first 5 mutations to fix in the Ara-1 population, estimated from the genetic reconstruction data of Khan et al. (2011) (see Appendix). On the x-axis, each mutation is plotted according to the fitness of the genetic background in which it arose. Error bars denote 2 stderr confidence intervals.
FIG. S6 Simulated mutational dynamics for the constant truncated exponential DFE in Fig. 4. Colored lines depict the frequencies of all mutations that rose above 5% in the first 50,000 generations. To mimic whole-population sequencing in the LTEE, mutation frequencies are sampled in 500 generation intervals with binomial sampling noise ($n = 300$). Parameter values are $U_b = 2.6 \times 10^{-6}$, $\sigma = 1.1 \times 10^{-3}$, and $U_n = 4 \times 10^{-4}$ (top) and $U_b = 2.5 \times 10^{-5}$, $\sigma = 7 \times 10^{-4}$, and $U_n = 1.3 \times 10^{-4}$ (bottom).