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ABSTRACT

Sequencing errors and random sampling of nucleotide types among sequencing reads at heterozygous sites present challenges for accurate, unbiased inference of single nucleotide polymorphism genotypes from high-throughput sequence data. Here, we develop a maximum likelihood approach to estimate the frequency distribution of the number of alleles in a sample of individuals (the site frequency spectrum) using high-throughput sequence data. Our method assumes binomial sampling of nucleotide types in heterozygotes and random sequencing error. By simulations, we show that close to unbiased estimates of the site frequency spectrum can be obtained if the error rate per base read does not exceed the population nucleotide diversity. We also show that these estimates are reasonably robust if errors are non-random. We then apply the method to infer site frequency spectra for 0-fold degenerate, 4-fold degenerate and intronic sites of protein-coding genes using the low coverage human sequence data produced by the 1000 Genomes Project phase one pilot. By fitting a model to the inferred site frequency spectra that estimates parameters of the distribution of fitness effects of new mutations, we find evidence for significant natural selection operating on 4-fold sites. We also find that a model with variable effects of mutations at synonymous sites fits the data significantly better than a model with equal mutational effects. Under the variable effects model, we infer that 11% of synonymous mutations are subject to strong purifying selection.
INTRODUCTION

Whole-genome resequencing of multiple individuals promises to significantly enhance progress in population and quantitative genetics. In principle, it should be possible to estimate single nucleotide polymorphism (SNP) frequencies throughout the genome in large population samples, leading to more detailed information concerning several important processes, including demographic history and the impact of natural selection on nucleotide variation. To this end, the distribution of allele frequencies in a sample of individuals (the site frequency spectrum = SFS) is of fundamental interest. Within the SFS, alleles segregating at low frequencies may represent recent mutations, and these are particularly informative about the distribution of fitness effects of new mutations (Keightley and Eyre-Walker 2010). Therefore, for many purposes, it is preferable to estimate the frequencies of SNPs on a site-by-site basis rather than by incorporating information from linked sites (e.g., Le and Durbin 2011). Current high-throughput sequence data typically consist of multiple short reads, of the order of 100 bases, sampled more or less randomly from the genome. Each site is typically sequenced several times – the number of times that a site is sequenced within an individual is known as its depth of coverage. Depth of coverage tends to be limited by a trade-off between the number of individuals sequenced and the sequencing effort per individual. Sequence reads are usually aligned to a reference genome by one of several software packages that have been written for this purpose.

In diploid species, two features of high-throughput sequence data cause difficulties for unambiguous assignment of SNP genotypes and for inference of the SFS. First, if a site is heterozygous, the number of reads of each nucleotide type is subject to sampling variation. One of the two nucleotides at a site may therefore be at a low frequency or may even be absent. Second, population genetic inference is susceptible to sequencing errors (Clark and Whittam 1992; Johnson and Slatkin 2008). Error rates in current high-throughput sequencing technologies are non-trivial: for example, even after filtering of low quality data, empirical estimates of error rates per base sequenced by the Illumina
high-throughput sequencing platform are $10^3 - 2 \times 10^3$ (Keightley et al. 2009; Ossowski et al. 2010).

In a diploid, a true homozygote may therefore have reads containing a mixture of two or more nucleotides, which could be naively misclassified as a heterozygote. This problem is expected to be exacerbated if there is non-random error, such that nucleotide A is more likely to generate nucleotide B by error than nucleotide C or D. Errors can arise by sequencing error, if the wrong nucleotide is assigned at a site, or by mapping error, if a read is aligned to an incorrect location in the reference genome.

In this paper, we develop an approach to estimate the SFS by maximum likelihood (ML) using high-throughput sequence data. We assume binomial sampling of nucleotide types at heterozygous sites and that errors affect bases uniformly. We assume that genotype frequencies at each site within the sample of individuals are in Hardy-Weinberg proportions and that sites are unlinked. Our approach builds on work of Lynch (2008; 2009) and Haubold et al. (2010), who have developed ML methods to estimate several fundamental population genetics parameters, including levels of nucleotide diversity and the allele frequency at a site. Similarly, Hellmann et al. (2008) and Liu et al. (2010) have developed composite likelihood approaches to estimate population genetic parameters from shotgun sequence data of a population sample. We investigate the performance of our method in simulations, and check its robustness to departures from random error.

We have applied our ML approach to low coverage sequence data from 57 Yoruba individuals that were sequenced as part of the 1000 Genomes Project phase one pilot (1000 Genomes Project Consortium, 2010). We inferred SFSs for 0-fold degenerate, 4-fold degenerate and intronic sites, from these we infer levels of nucleotide diversity in each class of sites, and use the method of Keightley and Eyre-Walker (2007) to estimate the distribution of fitness effects of new mutations. Consistent with previous studies (Eyre-Walker et al. 2006; Keightley and Eyre-Walker 2007; Boyko et al. 2008) we find evidence that most amino acid-changing mutations are subject to strong purifying
selection, and that a significant proportion of mutations are slightly deleterious. We also find significant evidence for selection operating on 4-fold sites that varies in strength among sites.

**MATERIALS AND METHODS**

**ML method to infer the SFS:** The data are assumed to consist of sequence reads at \(s\) nucleotide sites in a sample of \(n\) diploid individuals. The depth of sequencing coverage at site \(i\) in individual \(j\) is denoted \(d_{ij}\). The first step of the analysis is to determine, for each site, the derived base (if the SFS is unfolded) or the majority base (if the SFS is folded) among the complete set of the reads in the \(n\) individuals. In order to simplify computations and for computational efficiency, the observed reads for an individual are then coded. Reads at a site that have a mixture of nucleotides are distinguished according to whether there is a singleton or doubleton present or whether there are three kinds of base present. Table 1 shows the read codes and their definitions, along with an example of that read code for the case of \(d_{ij} = 6\), under the assumption that the most frequent (major) base is A. Note that under this coding system, read codes at a site depend on read depth; for example, code 1 is not possible for \(d = 5\). In cases where \(d > 6\), mixtures of reads for which the least frequent (minor) base occurs ≥3 times are assigned code 1. Sites that have three kinds of nucleotide present are assigned read code 7. To simplify computations, sites that have four kinds of nucleotide (which must contain at least two errors according to our model assumptions) are also assigned read code 7.

Our inference procedure computes the likelihood of the data given the SFS, denoted \(\mathbf{\phi}(x)\). The SFS is a vector of frequencies, which are parameters of the model estimated by ML. Element \(x\) of the SFS is the probability of \(x\) derived or major alleles at a site among \(2n\) alleles sampled from a population. Because \(\sum_{j=0}^{2n} \phi(j) = 1\), there are \(2n\) degrees of freedom, and \(2n\) frequencies need to be estimated for an unfolded SFS (\(n\) frequencies for a folded SFS). We also estimate a sequencing error.
rate parameter, $\varepsilon$.

**Assumptions**: Sequencing reads are assumed to be generated from nucleotide sites at which up to two alleles segregate. Genotype frequencies are assumed to be independent across sites, and within a site, frequencies are assumed to be in Hardy-Weinberg proportions across individuals. It is important to note that due to random sampling, the reads that we observe at a heterozygous site within an individual could consist of only one nucleotide type. Additionally, the reads observed at a homozygous site within an individual could contain two or more nucleotide types, if there are sequencing errors.

In our model we assume that sequencing errors occur with equal probabilities across sites and individuals. We assume that up to one and two errors can occur in the reads at a site generated from a single heterozygous and a homozygous individual, respectively. We allow more errors in homozygous individuals because the level of genetic variation is expected to be relatively low, such that the vast majority of individuals are homozygous at a given site. In our model, if we observe three different nucleotides among the reads at a site, then there must be at least one error.

**Computation of likelihood**: We assume independence across sites, so the overall likelihood ($L$) of the data is computed from the product across $s$ sites:

$$L(\phi, \varepsilon|\text{data}) = \prod_{i=1}^{s} L(\phi, \varepsilon|\text{reads}_i)$$  \hspace{1cm} (1)

where $\text{reads}_i$ is the vector of read codes observed for the $n$ individuals at site $i$. The likelihood of $\text{reads}_i$ is the sum of the probabilities of observing $\text{reads}_i$, enumerated over $2n+1$ numbers of derived alleles (for the unfolded SFS), weighted by each SFS element:
The probability of observing the vector of read codes $\text{reads}_i$, given that there are $j$ derived alleles at the site is calculated as follows:

$$p(\text{reads}_i | j) = \sum_{k=1}^{g} p(\text{reads}_i | \text{genotypes}_k) p(\text{genotypes}_k | j),$$

(3)

where $g$ is the number of unique combinations of genotypes that can be constructed for $n$ diploid individuals, given that there are $j$ derived alleles, and $\text{genotypes}_k$ is a vector defining one such combination. For example, 9 unique genotype combinations can be constructed if two individuals are sequenced at a biallelic locus, and genotypes are coded 1 (homozygous wild type), 2 (heterozygote), and 3 (homozygous derived): $\{11\}, \{12\}, \{13\}, \{21\}, \{22\}, \{23\}, \{31\}, \{32\}$ and $\{33\}$. The term $p(\text{genotypes}_k | j)$ is the probability of one such genotype combination given that there are $j$ derived alleles. This is computed from the number of ways in which $\text{genotypes}_k$ can be generated from $j$ derived and $2n - j$ non-derived alleles divided by the total number of possible permutations of $j$ derived and $2n - j$ non-derived alleles:

$$p(\text{genotypes}_k | j) = \frac{2^h}{\binom{2n}{j}}$$

(4)

where $h$ is the number of heterozygous individuals in the genotype combination. Note that $j$ derived and $2n - j$ non-derived alleles can be arranged to form the same genotype $2^h$ ways because each heterozygous individual doubles the number of possibilities. The probability of observing the vector of read codes $\text{reads}_i$, given that the genotype vector $\text{genotypes}_k$ is calculated from:
\[ p(\text{reads}_i|\text{genotype}_k) = \sum_{l=1}^{z} p(\text{c}_l|\text{genotype}_k) \delta_{il}(\text{reads}_i, \text{c}_l), \]

(5)

where \( z \) is the number of read code combinations that can be generated from \( \text{genotypes}_k \), and \( \text{c}_l \) is a candidate vector of read codes defining one such combination. The term \( \delta_{il}(\text{reads}_i, \text{c}_l) \) takes the value 1 if the candidate vector of read codes \( \text{c}_l \) matches the vector of observed read codes \( \text{reads}_i \), or takes the value 0 otherwise. The term \( p(\text{c}_l|\text{genotypes}_k) \) is the probability of the candidate read codes \( \text{c}_l \) vector given that the true genotype vector is \( \text{genotypes}_k \). An example of the read codes that can be generated for the case of one individual sequenced at read depth \( \geq 8 \) and their associated probabilities is provided in Table 2 for a folded SFS (see below). The term \( e_x = \text{Poisson}(x, d\varepsilon) \) is the Poisson probability of \( x \) errors, given an expected number of errors \( d\varepsilon \). The term \( b_y = \text{binom}(y, d, 0.5) \) is the binomial probability of observing \( y \) major type bases in a sample of \( d \) reads at a site, given that the site is heterozygous. For example, the probability of code 0 (i.e., all wild type alleles) given that the individual is a wild type homozygote (i.e., 2 wild type alleles) is \( e_0 + e_2/(3d) \), which is the probability of no error \( (e_0) \) plus the probability of two errors, the second of which reverts the first \( (e_2/(3d)) \). To be a revertant, the second error can only occur at only one out of \( d \) reads, and can be only one of three possible nucleotide changes. With more than one individual sequenced, \( p(\text{y}_i|\text{genotypes}_k) \) is the probability of a multi-individual genotype vector, and is obtained by multiplying entries in Table 2 across individuals.

**Folding the site frequency spectrum:** By analyzing the folded SFS, only the frequency of the most frequent allele (or the major allele) at a site in the sample of individuals is estimated. The folded SFS therefore contains \( n + 1 \) elements (rather than \( 2n + 1 \) as in the case of the unfolded SFS), so \( n \) SFS parameters and the error rate parameter need to be estimated. To infer the folded spectrum, both the data and the candidate genotype vectors are coded such that there are \( \geq n \) major alleles in the read combination. The probability of a read combination needs to be doubled if equivalent read codes can
be generated by a given read combination.

Maximization of likelihood: We maximized log likelihood using the simplex algorithm (Nelder and Mead 1965). In order to explore the possibility of multiple maxima, we randomly sampled 10 independent sets of starting values for each data set analysed. The maximum likelihood was assumed to be the highest likelihood found among these trials. We found that increasing the number of trials to 20 did not affect the outcome (results not shown).

Simulating the site frequency spectrum: To evaluate the ML inference procedure, we generated simulated SFSs for $s$ sites at which $2n$ alleles have been sampled. Elements of the SFS were a function of the genetic diversity ($\theta$) and a parameter, $r$, that specifies the shape of the SFS. More specifically, for values of $r < 1$, we assume that the density at each consecutive element of the SFS drops according to a geometric function $\phi(y) = r^{y-1}x$, where $x = \phi(1)$ is the density associated with SFS element 1. To solve for $x$, we start with the nucleotide diversity for a given $s$ in a sequence of length $L$, which is defined by

$$\theta = \frac{s}{a_n L}, \quad (6)$$

where $a_n = \sum_{i=1}^{2n-1} 1/i$. The proportion of segregating sites in the sample is:

$$\frac{s}{L} = \sum_{j=1}^{2n} r^{j-1} x = x \frac{(1-r^{2n})}{(1-r)}, \quad (7)$$

and, therefore,

$$x = \frac{\theta a_n (1-r)}{(1-r^{2n})}. \quad (8)$$
**Generation of simulated data:** For each site simulated, we sampled a number ($z$) of mutant alleles from the SFS with probability proportional to the density of each SFS element. A wild type base (e.g., A) and a different mutant base (e.g., T, G or C) were each sampled with uniform probability. The $z$ mutant and $2n-z$ wild type alleles were randomly allocated among the $n$ diploid individuals to be simulated. This procedure generated the genotypes for the individuals sampled at each site. If the true genotype for an individual was homozygous mutant or homozygous wild type, $d$ mutant or wild type base reads were allocated to the site. If it was heterozygous, the number of mutant base reads was sampled from a binomial distribution for $d$ trials with $p = 0.5$. The “true” reads at the site were then subjected to either uniform or non-uniform errors. In either case, we sampled a number of errors from a Poisson distribution parameter $d\varepsilon$. To simulate uniform errors, base reads were randomly changed to a different base. To simulate non-uniform errors, we sampled base changes from an empirically determined matrix of error probabilities (Supplementary Table 1).

**Human polymorphism data:** We applied our ML inference procedure to sequence data from the 1000 Genomes Project phase one pilot (1000 Genomes Project Consortium 2010). Specifically, we attempted to infer the SFS for three different classes of sites: 0-fold and 4-fold degenerate sites and intronic sites from protein-coding genes. To compile these data, we initially obtained a set of coordinates for all 0-fold and 4-fold sites and a random sample of 2.5% of all intronic sites from the whole genome (excluding the X and Y chromosomes and the mitochondrial genome). We included 0-fold and 4-fold sites from coding regions of genes where every overlapping exon was in the same reading frame and orientation. We defined intronic sites as any sites overlapping any annotated protein-coding transcript (using the genome annotation available from ftp.1000genomes.ebi.ac.uk), and, in order to exclude any site likely to be involved in splicing, we excluded sites within 30bp of any annotated protein-coding exon. Since CpG dinucleotides are hypermutable and differ in frequency between these classes of sites, we restricted our analysis to sites defined as non-CpG-prone (sites that are not preceded by a C or followed by a G, following Keightley et al. 2005). We obtained
a total of 12,352,702, 1,811,238 and 18,648,553 0-fold, 4-fold and intronic non-CpG-prone sites, respectively.

We obtained “pileup” format files for each class of sites from the 57 Yoruba (YRI) individuals sequenced at low coverage as part of the 1000 Genomes Project phase one pilot (1000 GENOMES PROJECT CONSORTIUM 2010). In order to analyse data that have a consistent error spectrum, we restricted our analysis to reads sequenced by the Illumina platform. Mean depth of coverage for these data ranges from ~1.5 to 11 per individual (1000 GENOMES PROJECT CONSORTIUM 2010, Supp. Fig. S2).

We trimmed any reads that had a base quality of less than 20 or a map quality of less than 20. We investigated the effect of using less stringent base and map quality cutoffs, and although the inferred error rate was higher, the results were qualitatively unaffected (data not shown). For each site, we then attempted to select either six, eight or ten individuals at random from those individuals that had five or more valid reads at that site after filtering reads based on base and map quality scores. Sites were excluded in cases where there was an insufficient number of individuals with five valid reads. Although mean coverage was fairly low in most individuals, by using this method we were able to obtain data for a high proportion of sites of each site type (see Supp. Table 2). For all usable sites within each of the three different classes of sites, we randomly selected five reads from either six, eight or ten randomly selected individuals from those that had at least five reads, and created a data file suitable for inputting into our SFS inference program.

Having inferred SFSs for each site class, we calculated two standard estimates of the level of diversity: nucleotide diversity ($\theta_\pi$, TAJIMA 1983) and Watterson’s $\theta$ ($\theta_W$, WATTERSON 1975). We also estimated parameters of the distribution of homozygous fitness effects of new mutations (DFE) at 0-fold and 4-fold sites using the maximum likelihood method of KEIGHTLEY and EYRE-WALKER (2007). This method infers the DFE assuming a model of equal fitness effects of new mutations or a gamma distribution of effects of new mutations, using the SFS of a set of sites assumed to be subject to
selection together with the SFS of a set of sites at which mutations are assumed to be neutral. We also compared the fit of these models to a model with two classes of fitness effects, and estimated the strength of selection operating on each class ($s_1$ and $s_2$) and the proportion of mutations in class 1 ($p_1$).

We assume that intronic sites are evolving neutrally, since it has previously been shown that intronic sites evolve only slightly slower than ancestral transposable elements (Eöry et al. 2010), which are themselves among the best candidates for neutrally evolving sites in the mammalian genome (Lunter et al. 2006). The method also simultaneously estimates the parameters of a simple demographic model, which is a step change in population size, from $N_1$ to $N_2$, at some time ($t$) in the past.

**RESULTS**

**Evaluation of the ML inference procedure by simulation:** We focused on evaluating the SFS inference method for simulated data sets giving nucleotide diversity $\theta = 10^{-3}$. This is similar to silent-side nucleotide diversity in many human populations (Li and Sadler 1991), and should be a stringent test of the method, since the higher diversity in many other outbreeding species will reduce the relative contribution of error. We present results for simulations generated with the SFS shape parameter ($r$) set at 0.75, which implies that the density associated with consecutive elements of the SFS declines more steeply than typically seen for putatively neutral sites in real data sets. Again, this should present a stiffer test than many real data sets. We also examined the more extreme case of $r = 0.5$, but results are qualitatively similar (now shown). We simulated data sets with a large number of sites, i.e., $10^7$, as would be generated for whole-genome sequencing of eukaryotes.

We assessed the performance of the inference procedure by estimating the mean deviations (as a percentage in 100 replicates) of each element of the estimated SFS and of the error parameter ($\epsilon$) from their true values. Figure 1 shows percentage deviation statistics plotted against the true value of $\epsilon$ (ranging from $0.1\theta$ to $10\theta$) for the case of random sequencing errors. We examined SFSs with 8 and 16 alleles and depths of coverage of 5 and 10. In all cases the procedure produces close to unbiased
estimates of the SFS elements and $\varepsilon$, as long as the true error rate is not substantially larger than $\theta$. As the true value of $\varepsilon$ increases, estimates become increasingly biased. In particular, the frequency of the singleton class (one minor allele) becomes overestimated, presumably because it is not possible to distinguish multiple errors in one individual from heterozygotes. Bias tends to be more serious at a higher depth of coverage, presumably because there are more opportunities for error. With non-random errors (see supplementary Table 1 for parameterization), estimates remain close to unbiased, as long as $\varepsilon \leq \theta$, but bias becomes more serious for higher $\varepsilon$ values (Figure 2).

Human polymorphism data: We inferred the SFS and the error rate for three site classes (0-fold, 4-fold and intronic non-CpG-prone sites) in data sets generated by sampling six, eight or ten individuals at each site from the low coverage sequence data of Yoruba individuals produced as part of the 1000 Genomes Project phase one pilot (1000 GENOMES PROJECT CONSORTIUM, 2010). For the map and base quality filtering levels chosen, estimates of the error rate were relatively constant ($\varepsilon \approx 0.1\%$) across site classes and across different numbers of individuals sampled (Supp. Table 2). However, for data recompiled using lower quality thresholds (by filtering base calls of base quality <10 and map quality <10), we inferred a higher error rate at all sites, as expected (Supp. Table 2).

The inferred SFSs for 0-fold, 4-fold and intronic sites are plotted in Figure 3. As expected, 0-fold sites show a higher frequency of singletons than both 4-fold and intronic sites, indicative of the action of purifying selection maintaining recently arisen deleterious mutations at low frequencies. Furthermore, 4-fold degenerate sites also show a higher frequency of singletons than intronic sites, consistent with the presence of weak negative selection at synonymous sites in humans (COMERON 2006). We then calculated two standard measures of diversity, $\theta_\pi$ and $\theta_W$, from the inferred SFSs.

0-fold sites have substantially lower diversity by both measures ($\theta_\pi = 0.041\%, \theta_W = 0.045\%$) than both 4-fold degenerate sites ($\theta_\pi = 0.086\%, \theta_W = 0.092\%$) and intronic sites ($\theta_\pi = 0.10\%, \theta_W = 0.11\%$). Furthermore, 4-fold sites show lower diversity by both measures than intronic sites, a result that is
also consistent with weak negative selection acting on 4-fold sites.

We then estimated the strength of selection acting on 0-fold and 4-fold degenerate mutations, under the assumption that introns evolve neutrally, using a published method (Keightley and Eyre-Walker 2007). Introns have been shown to evolve at similar rates to ancestrally inserted transposable elements (Öry et al. 2010), which themselves appear to be good candidates for neutrally evolving sequence (Lunter et al. 2006). Under a model with equal deleterious mutational effects, estimates of the strength of selection ($N_e s$) acting on 0-fold and 4-fold mutations are 3.2 and 0.64, respectively (Table 3). For both 0-fold and 4-fold sites, a model that includes selection fits significantly better than one without (likelihood ratio test, $p < 0.001$ in both cases). Interestingly, the estimated effect size for 4-fold degenerate sites is remarkably consistent with the mean estimate produced by Comeron (2006, Figure 4) of ~0.5 using an independent approach based on the ratio of polymorphism to divergence of synonymous preferred and unpreferred mutations, also assuming that $N_e s$ is constant. A model with a gamma distribution of fitness effects fits significantly better than a model with equal effects for both 0-fold and 4-fold sites (likelihood ratio test, $p < 0.001$ in both cases). Under this model, the estimated parameters imply that, for 0-fold sites, the majority of mutations (53%) are strongly selected with $N_e s > 10$ and 66% have an $N_e s > 1$. On the other hand, only 24% evolve effectively neutrally ($N_e s < 0.1$). Surprisingly however, we find evidence for strong selection operating on a proportion of 4-fold degenerate sites: our estimated parameter values suggest that 11% have an $N_e s > 10$, and as many as 21% have an $N_e s > 1$. For both 0-fold and 4-fold sites, fitting a model with two classes of effects gives higher log-likelihoods, although the increase is only marginal for 4-fold sites. The Akaike Information Criteria (AIC), which penalizes models that have more parameters, suggests that the two-effects model is the best choice for 0-fold sites and that the gamma distribution is (marginally) the best choice for 4-fold sites (Table 3). The parameter estimates obtained under a two-effects model are in broad agreement with the results from a gamma distribution model. For 0-fold sites we find that the majority (64%) of 0-fold mutations are strongly deleterious.
(\(N_e s = 34\)), whereas 36\% have weak selection coefficients (\(N_e s = 0.0013\)). For 4-fold sites we infer that the majority of mutations (\(p_1 = 0.82\)) are neutral (\(N_e s_1 = 0\)), while the remainder are strongly selected (\(N_e s_2 = 15\)).

**DISCUSSION**

Genotype inference using high-throughput sequence data from diploids has two principal problems. First, due to sampling, reads from heterozygous sites could all come from a single allele, and therefore heterozygotes may be misclassified as homozygous. Second, reads from any site are subject to sequencing errors, so a true homozygous site could be misclassified as heterozygous. This problem is illustrated in Figure 4, which shows a cartoon example of the contribution of heterozygous and homozygous sites to the minor nucleotide frequency distribution, under the assumption of binomial sampling of the number of minor nucleotides in heterozygotes along with random error. A heuristic approach to distinguish homozygous from heterozygous sites could, for example, set a threshold above (below) which a site is classified as heterozygous (homozygous) at the point where incorrect calls of homozygotes as heterozygotes and *vice versa* are minimized. Ideally the total density at this point should be zero, but if the density is greater than zero then some proportion of both types of erroneous genotype calls will occur. The magnitude of this problem will increase with decreasing nucleotide diversity, because the number of base reads containing error increases relative to the frequency of heterozygotes. The problems associated with inferring the SFS from high-throughput sequence data therefore will tend to become more serious in species that have low nucleotide diversity (like humans) and are expected to be worse for sites that are under strong purifying selection, such as nonsynonymous sites of protein-coding genes and conserved noncoding elements.

Intuitively, we might expect that strong filtering on base and mapping quality should reduce the contribution of errors and allow more confident assignment of heterozygotes. We might also expect that by only using sites with high coverage, we should better distinguish between homozygotes
subject to sequencing error and true heterozygotes. However, this is not necessarily the case for three reasons: 1) Reads in which a correct base call differs from the reference tend to have low mapping quality. 2) The subset of sites sequenced at the highest depth are more likely to have incorrectly mapped reads. Strong filtering on minimum depth of coverage therefore tends to increase the contribution from mapping errors. 3) Strong filtering on base quality reduces the number of usable base reads and therefore the number of usable sites, with the consequence that remaining sites come from the population of sites sequenced at high depth. The reads at these sites are more likely than average to be incorrectly mapped. The interaction between these factors results in a trade-off between them. Less stringent filtering on base quality increases the contribution from sequencing errors, but too strong filtering removes most of the data, and the remaining sites are subject to an increased frequency of mismapped reads. Reduction of filtering on mapping quality includes more mismapped reads, but stronger filtering tends to remove reads showing genuine differences between the sequenced individual and the reference. Finally, reducing the minimum coverage threshold makes it harder to distinguish between the contribution from sequence errors and binomial sampling of heterozygotes, whereas only considering sites with a high depth of coverage increases the contribution from mismapped reads.

The interaction between these effects is illustrated in plots of the minor nucleotide frequency from a single individual sequenced at high coverage as part of phase two pilot of the 1000 Genomes Project (Figure 5). The data consist of sites from chromosome 1 from individual NA12891 (from population CEU) which has a mean depth of coverage of ~27. We calculated the minor nucleotide frequency at each site after filtering the data based on minimum base quality, minimum map quality and minimum coverage and plotted the frequency distributions. As expected, in each plot there is a high frequency of sites where the minor nucleotide type is rare, presumably representing sequencing errors at homozygous sites, whereas there also appears to be a population of sites where the two nucleotides are present are nearly equal frequencies, presumably representing heterozygous sites. The
distributions indicate that the best compromise for inference of an individual's genotype from these particular data would be achieved by setting a minimum base quality of 20, a minimum mapping quality of 40 and a minimum coverage of 25. However, it is notable that the minima in all of the plotted distributions never reach zero, implying that errors will contribute to the inferred SFS, even if a cut-off for accepting/rejecting a site as heterozygous is set at this minimum. It is clear therefore that even with relatively high coverage, simple heuristic inference of genotypes will be error prone. Whereas the ultimate solution to the inference problem outlined above is increasing depth of coverage, problems will also be reduced by longer reads and paired-end reads, both of which will tend to reduce mapping errors.

Our ML approach to infer the SFS is best suited to low coverage (say up to a depth of 10) because higher coverage than this will tend to lead to multiple errors at sites within an individual, and we only model up to two errors in the case of sites that are truly heterozygous. However, the algorithm could be modified to allow higher numbers of errors at a cost of increased computing time. We have also assumed independent errors, but non-independent errors would be difficult to model within the current framework. With high depth of coverage, problems of inference are expected to essentially disappear for the reasons we have stated above.

We applied our ML method to the low-coverage genome-wide data produced as part of the 1000 Genomes Project phase one pilot (1000 Genomes Project Consortium, 2010). We used our method to infer SFSs, and from these obtained estimates for the nucleotide diversity ($\theta_\pi$) at 0-fold and 4-fold sites of 0.041% and 0.086% respectively. The estimate for 0-fold sites is somewhat higher than an estimate of ~0.025% obtained for nonsynonymous sites by Torgerson et al. (2009) for a data set of African Americans. This could be partly a consequence of sequencing error contributing to our estimates, since $\theta_\pi < \varepsilon$ for 0-fold sites. On the other hand, in the case of 4-fold sites, $\theta_\pi \approx \varepsilon$, so we would expect our estimates to be less biased. Indeed our estimate of 0.086% is close to the estimate
of ~0.08% obtained for synonymous sites by Torgerson et al. (2009). It should be noted, however, that these estimates are not directly comparable for two reasons: Firstly, we analyse 0-fold and 4-fold degenerate sites whereas Torgerson et al. obtained estimates for nonsynonymous and synonymous sites, which both include contributions from two-fold degenerate sites. Secondly, we obtained estimates for non-CpG-prone sites only, whereas Torgerson et al. obtained estimates using all sites. The inclusion of hypermutable CpG-prone sites will increase estimates of diversity. Indeed, if we estimate $\theta_\pi$ for all 4-fold sites (including CpG-prone sites), we obtain a higher estimate of $\theta_\pi = 0.11\%$.

Finally, Torgerson et al. obtained their estimates from a dataset of African-Americans, which potentially have lower levels of diversity than the Yoruba data analysed here.

We used the inferred SFSs at 0-fold, 4-fold and intronic sites to infer the strength of selection operating on 0-fold and 4-fold mutations under the assumption that mutations at intronic sites are neutral. We find significant evidence for selection operating on both 0-fold, and also on 4-fold sites. Furthermore, models that include variable selection coefficients fit significantly better than an equal effects model for both 0-fold and 4-fold sites (likelihood ratio test, $p < 0.001$ in all cases). Consistent with previous studies (Eyre-Walker et al. 2006; Keightley and Eyre-Walker 2007; Boyko et al. 2008) when we fit a gamma distribution to the DFE, we infer that the majority (54%) of mutations at 0-fold degenerate sites are strongly deleterious, and only 24% are effectively neutral. Intriguingly, the same model applied to 4-fold sites reveals that 11% of mutations are subject to strong purifying selection and that only 70% are effectively neutral. Possible causes of selection on synonymous sites have been reviewed elsewhere (Chamary et al. 2006). Further analysis may reveal if likely mechanisms, including the presence of subsets of sites important for mRNA stability and to control the removal of introns, are implicated.
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Table 1. Read codes and their definitions, and an example of each read code for a site sequenced at depth 6.

<table>
<thead>
<tr>
<th>Read code</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>All reads are of major type</td>
<td>AAAAAA</td>
</tr>
<tr>
<td>1</td>
<td>Reads consist of two types (excluding singletons / doubletons)</td>
<td>AAATTT</td>
</tr>
<tr>
<td>2</td>
<td>All reads are of minor type</td>
<td>TTTTTT</td>
</tr>
<tr>
<td>3</td>
<td>Singleton (of minor type)</td>
<td>AAAAAT</td>
</tr>
<tr>
<td>4</td>
<td>Doubleton (of minor type)</td>
<td>AAAATT</td>
</tr>
<tr>
<td>5</td>
<td>Doubleton (of major type)</td>
<td>AATTTT</td>
</tr>
<tr>
<td>6</td>
<td>Singleton (of major type)</td>
<td>ATTTTT</td>
</tr>
<tr>
<td>7</td>
<td>Reads comprised of &gt;2 nucleotides</td>
<td>AAAACT</td>
</tr>
</tbody>
</table>
**Table 2.** Read codes and associated probabilities for depth of \( d \geq 8 \) for one individual, and the number of wild type alleles specified for a folded SFS. The term \( e_x = \text{Poisson}(x, d\epsilon) \) is the Poisson probability of \( x \) errors, given an expected number of errors \( d\epsilon \). The term \( b_y = \text{bin}(y, d, 0.5) \) is the binomial probability of observing \( y \) major type bases in a sample of \( d \) reads at a site, given that the site is heterozygous.

<table>
<thead>
<tr>
<th>No. of wild type alleles in genotype</th>
<th>Read Code</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 or 0</td>
<td>0</td>
<td>( e_0 + e_2/(3d) )</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>3 or 6</td>
<td></td>
<td>( e_1 + 2e_2/(3d) )</td>
</tr>
<tr>
<td>4 or 5</td>
<td></td>
<td>( (d-1)e_2/(3d) )</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>( 2(d-1)e_2/(3d) )</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>( 2b_0e_0 + 2b_1e_1/(3d) )</td>
</tr>
<tr>
<td>3 or 6</td>
<td></td>
<td>( 2b_0e_1 + 2b_1e_0 + 4b_2e_0/(3d) + 4b_2e_1/(3d) )</td>
</tr>
<tr>
<td>4 or 5</td>
<td></td>
<td>( 2b_1(d-1)e_1/(3d) + 2b_2e_0 + 2b_3e_1/d )</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>( 4b_1(d-1)e_1/(3d) + 4b_2e_1/d + 4b_2e_1/3 + (1 - 2(b_0 + b_1 + b_2 + b_3))(2e_1/3) )</td>
</tr>
</tbody>
</table>
Table 3. Demographic and strength of selection parameter estimates obtained by fitting models with a single selection coefficient fitted (equal effects model), a two selection coefficient model (two effects model), and a model that assumes a gamma distribution of mutational effects to the inferred SFSs for 0-fold and 4-fold degenerate sites. We report estimates of the inferred change in population size ($N_1/N_2$, where $N_1$ is the ancestral population size and $N_2$ is the current population size), the inferred number of generations since the population size change in units of the current population size ($t/N_2$), the inferred shape of the gamma distribution ($b$, where applicable) and the inferred mean scaled selection coefficient ($N_es$). For the two effects model we also report the estimated scaled selection coefficient for each effects class ($N_es_1$ and $N_es_2$) and the proportion of mutations in the first class ($p_1$). In the final columns we report the difference between the model’s log likelihood and Aikaike Information Criteria (AIC) from that of the best-fitting model for that dataset ($\Delta\log L$, and $\Delta AIC$, respectively).

<table>
<thead>
<tr>
<th>Class</th>
<th>Model</th>
<th>$N_1/N_2$</th>
<th>$t/N_2$</th>
<th>$b$</th>
<th>Mean $N_es$</th>
<th>$N_es_1$</th>
<th>$N_es_2$</th>
<th>$p_1$</th>
<th>$\Delta\log L$</th>
<th>$\Delta AIC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-fold</td>
<td>Equal Effects</td>
<td>1.58</td>
<td>0.40</td>
<td>–</td>
<td>2.4</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>860</td>
</tr>
<tr>
<td>0-fold</td>
<td>Gamma</td>
<td>2.31</td>
<td>0.52</td>
<td>0.14</td>
<td>490</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>12</td>
</tr>
<tr>
<td>0-fold</td>
<td>Two Effects</td>
<td>2.31</td>
<td>0.59</td>
<td>–</td>
<td>21</td>
<td>0.0013</td>
<td>33</td>
<td>0.36</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4-fold</td>
<td>Equal Effects</td>
<td>2.31</td>
<td>0.57</td>
<td>–</td>
<td>0.62</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>9.8</td>
</tr>
<tr>
<td>4-fold</td>
<td>Gamma</td>
<td>2.31</td>
<td>0.55</td>
<td>0.038</td>
<td>20</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.8</td>
</tr>
<tr>
<td>4-fold</td>
<td>Two Effects</td>
<td>2.31</td>
<td>0.56</td>
<td>–</td>
<td>2.8</td>
<td>0</td>
<td>15</td>
<td>0.82</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure Legends

**Figure 1.** Simulation results for random errors. Mean deviation (%) of SFS elements (labeled numerically in terms of number of minor alleles) and error rate ($\varepsilon$) for cases of $n = 8$ (panels A and B) and $n = 16$ (panels C and D), and $d = 5$ (panels A and C) and $d = 10$ (panels B and D). The shape parameter, $r$, of the simulated SFS was 0.75.

**Figure 2.** Simulation results for non-random errors. Mean deviation (%) of SFS elements (labeled numerically in terms of number of minor alleles) and error rate ($\varepsilon$) for $n = 8$ (panels A and B) and $n = 16$ (panels C and D), and $d = 5$ (panels A and C) and $d = 10$ (panels B and D). The shape parameter, $r$, of the SFS was 0.75.

**Figure 3.** Inferred folded SFSs based on 20 alleles for 0-fold, 4-fold and intronic non-CpG-prone sites. The SFSs were inferred using our ML approach applied to low-coverage whole-genome sequences for 57 Yoruba individuals sequenced as part of the 1000 Genomes Project phase one. Data suitable for analysis were generated by selecting 5 reads from each of 10 individuals chosen at random from sites that had at least 10 individuals with ≥5 reads after filtering reads with base quality <20 and map quality <40.

**Figure 4.** Graphical representation of the frequency distribution of the number of minor class reads assuming binomial sampling of reads in heterozygotes and random sequencing error. The total density for each point has a contribution from two distributions: 1. binomial sampling of the number of minor class reads in heterozygotes (blue), and, 2. a geometric distribution of the number of minor class reads due to sequencing error (red). Genotypes may be assigned by a simple heuristic approach where a minor allele frequency cutoff is chosen (represented as a dotted vertical line), above (below) which sites are inferred as being heterozygous (homozygous). Assigning genotypes becomes problematic when the two distributions substantially overlap, resulting in true homozygotes being
called as heterozygotes and vice versa.

**Figure 5.** Influence of minimum base quality, mapping quality and read depth on the frequency distribution of the number of minor class nucleotides. The data are all sites from chromosome 1 from individual NA12891 (from population CEU) sequenced to high depth of coverage (mean ~27x) as part of phase two of the 1000 Genomes Project (1000 Genomes Project Consortium, 2010).

Sequencing for these data was carried out by single (rather than paired-end) reads, using variable read lengths. In the presence of sequencing or mapping errors there can be more than two nucleotides at a site within an individual, we therefore define the minor nucleotide as the second most frequent nucleotide, i.e., we assume that less common nucleotides are due to error. All plots are cropped at a maximum frequency of 0.0004.
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