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ABSTRACT

The comparative analysis of protein sequences depends crucially on measures of amino acid similarity or distance. Many such measures exist, yet it is not known how well these measures reflect the operational exchangeability of amino acids in proteins, since most are derived by methods that confound a variety of effects, including effects of mutation. In pursuit of a pure measure of exchangeability, we present (1) a compilation of data on the effects of 9671 amino acid exchanges engineered and assayed in a set of 12 proteins; (2) a statistical procedure to combine results from diverse assays of exchange effects; (3) a matrix of “experimental exchangeability” values $EX_{ij}$, derived from applying this procedure to the compiled data; and (4) a set of three tests designed to evaluate the power of an exchangeability measure to (i) predict the effects of amino acid exchanges in the laboratory, (ii) account for the disease-causing potential of missense mutations in the human population, and (iii) model the probability of fixation of missense mutations in evolution. EX not only captures useful information on exchangeability while remaining free of other effects, but also outperforms all measures tested except for the best-performing alignment scoring matrix, which is comparable in performance.

MEASURES of the pairwise distance (or similarity) of amino acids provide the basis for scoring schemes in the alignment of sequences (Henikoff and Henikoff 1993) and in other types of comparative analysis (Wen et al. 1996; Yang et al. 1998; Atchley et al. 2001; Alexandre and Zhulin 2003). A great many such matrices exist: an incomplete listing available from the AAIndex database (Kawashima and Kanehisa 2000) includes 83 matrices of pairwise amino acid similarity or distance and 494 indices of amino acid properties. Formally related to these are various schemes to distinguish “conservative” from “radical” amino acid changes (Hughes et al. 1990; Hughes 1992; Rand et al. 2000; Zhang 2000).

A tacit assumption has been that the ultimate yardstick for measuring amino acid similarity is the propensity for evolutionary change from one amino acid to another. However, evolutionary transition probabilities, although they must reflect the operational exchangeability of amino acids in proteins, must also reflect rates of mutation from one kind of codon to another (in principle, they may also reflect subtle fitness effects unrelated to protein operation, due to different metabolic costs of different amino acids or to different translational efficiencies of different codons, and so on). In the simplest case in which new mutations are rare, and regardless of whether one is considering random or selective fixations, the rate of evolution is directly proportional to the rate at which mutation introduces new alleles (Kimura 1983).

Although mutational effects are rarely treated as important phenomena in their own right, they appear to be extremely important. For instance, each nonidentical amino acid pair can be assigned a “genetic code distance” $G_{ij} \in \{1, 2, 3\}$ equal to the minimum number of nucleotides that must be changed to switch from amino acid $i$ to amino acid $j$; the different categories sometimes are referred to as “singlet,” “doublet,” and “triplet” exchanges. The practical importance of genetic code distance is amply demonstrated by the effectiveness of Fitch’s matrix of “mutational” distance (Fitch 1966) as a source of match scores for protein sequence alignment (Feng et al. 1985). Furthermore, pairs of amino acids with the same genetic code distance may differ in the density of minimum-length mutational paths connecting them. Finally, specific mutational paths between codons may differ in rate due to nucleotide mutation biases. For instance, both Ala-Gly and Ala-Val are singlet exchanges with the same singlet path density (1 per codon), but Ala and Val are interconverted by a nucleotide transition mutation (GCN $\rightarrow$ GTN) with a severalfold higher rate (Schaaper and Dunn 1991; Nachman and Crowell 2000) than the nucleotide transversion mutation that interconverts Ala and Gly (GCN $\rightarrow$ GGN). Likewise, a bias favoring AT (or GC) base pairs would affect the relative rates of Glu $\rightarrow$ Gly (GAR $\rightarrow$ GGR) vs. Glu $\rightarrow$ Val (GAR $\rightarrow$ GTR), and such effects seem to have played an important role in the evolution of amino acid composition (Singer and Hickey 2000).
The ability to distinguish such mutational effects from selective effects relating to protein operation is of considerable interest. To address this issue requires a reliable measure of the exchangeability of amino acids in proteins that is free of mutational effects. Such a measure would not be easy to find. The distance measures of Grantham (1974) and Miyata et al. (1979) are used commonly as though they were pure measures of physicochemical distance (e.g., Li 1997; Krawczak et al. 1998; Yang et al. 1998; Graur and Li 2000), yet they are not.

The approach taken by Grantham (1974) was to identify, from a large number of potentially relevant physicochemical properties, a set of three—volume, polarity, and composition—that, when their differences are assigned appropriate weights, provide an unusually good fit with observed evolutionary transition probabilities.

Thus, Grantham’s distances (and the derived measure of experimental data) fit with observed evolutionary transition probabilities. In the future by modest increases in the amount of signed appropriate weights, provide an unusually good fit with observed evolutionary transition probabilities. The resulting physicochemical parameterization of evolutionary propensities. Pure measures of amino acid exchangeability exist, but they are theoretical; e.g., Miyawaza and Jernigan (1993) computed expected effects of exchanges in proteins of known structure using a contact-energy model. However, because the validity of the theoretical model is uncertain, one does not know how well the results will apply to real exchanges in proteins.

An alternative strategy for deriving a mutationally unbiased measure based on actual amino acid exchanges would be to use data from the experimental manipulation of proteins. The published literature includes many studies in which a large pool of variant proteins, each differing from a reference protein (typically a wild type) by a single amino acid residue, is assayed for the effects of this change. Such exchanges clearly reflect the complexities of real proteins (albeit operating under laboratory conditions in vitro or in vivo). Furthermore, such exchanges can be produced and assayed systematically. For instance, Rennell et al. (1991) placed nonsense codons at every position (except the start codon) in a T4 lysozyme gene and then used a set of 13 suppressor strains to insert (separately) 13 different amino acids at each position. The resulting nonsense-site/suppressor combinations were assayed by growth of the bacteriophage in vitro, with the effect of the exchange being assigned to one of four categories (−, +, −, +, “+” “+” +”) on the basis of the size of the bacteriophage plaque. When such studies do not introduce biases on the retention or loss of activity (e.g., by altering only active-site residues), they may serve as the basis for deriving a measure of exchangeability.

In this work, a set of such systematic exchange studies is identified, comprising 9671 amino acid exchanges in 12 different target proteins. An analysis of the activity distribution of variants suggests a common severity-of-effect distribution that can be used to combine results of diverse studies, so as to yield a measure of the mean effect of exchanging amino acid i to amino acid j. The resulting measure is here called “experimental exchangeability” (EX). EX and diverse other measures were evaluated for their power to (1) predict effects of experimental amino acid exchanges, (2) account for the disease-causing potential of different types of missense mutations in humans, and (3) model the acceptance of missense mutations in protein evolution. In these tests, the performance of EX exceeds or closely follows the best of the other measures tested, which include matrices based on sequence alignments, computational structural modeling of proteins, and ad hoc statistical measures incorporating physicochemical properties of amino acids. Of the available measures, EX seems to be the best-performing measure that is free of mutational biases, and it is the only measure that is likely to be substantially improved in the future by modest increases in the amount of available experimental data.

MATERIALS AND METHODS

Identification of studies for inclusion: An initial set of three widely cited exchange studies (Axe et al. 1998; Kleina and Miller 1990; Rennell et al. 1991) was expanded by tracking citations forward and backward (utilizing the “Web of Science” service from the Institute for Scientific Information). To identify further studies, surveys were carried out by inspection of entries in the Protein Mutant Database (PMD) (Kawabata et al. 1999), as well as by keyword searches in PubMed. Candidate studies were then screened individually to identify studies with at least 20 single-exchange variants generated and assayed under conditions that do not appear to impose strong biases on the set of sites subject to exchanges, the set of exchanges imposed on each site, and the set of exchange variants assayed for biological or biochemical effects. Ideally, each set should be a complete set, a randomly chosen subset, or, at the very least, an arbitrary subset based on some factor (typically, experimental convenience) extraneous to the issues raised by exchangeability.

Some judgment was exercised in the application of the above criteria. For instance, the choice to alter only conserved binding motifs by Slack et al. (2000) was considered a problematic bias, while the choice of Hortnagel et al. (1999) to alter only a continuous block of 20 sites in RecA (or the similar focus of Cunningham and Wells 1989 on a set of three blocks comprising 54 sites) was considered tolerable, partly because a 20-residue block is a sizeable block and partly because the experimenters were otherwise highly systematic in producing and assaying all 20 × 19 = 380 possible single-exchange variants within this block. The second criterion was not interpreted to exclude alanine-scanning studies, to the extent that alanine is an arbitrary subset of all amino acids. The third criterion does not necessarily exclude studies that rely on selective growth of a subset of variants, because in some cases (see supplementary materials at http://www.genetics.org/supplemental/) the membership of the subset of variants that failed to grow can be inferred, so that the composition of both the “inactive” and “active” classes is known.

Structural analysis: Protein structure data are from the Protein Data Bank (Berman et al. 2000). For proteins with a known structure (see RESULTS), surface accessibility is calculated using the web interface to ASC (Eisenhaber and Argos 1993; Eisenhaber et al. 1995) provided by the Peer Bork group at EMBL (http://www.bork.embl-heidelberg.de/ASC/scr1-form.html). A
Amino Acid Exchangeability

The frequency distribution function is defined as the sum of frequencies of variants in each ordinal category, given the total number of observations. When this number is large (e.g., 100,000 or more), the distribution function may be used to convert ordinal values to continuous-activity values, as illustrated in Figure 1. First, the frequencies of variants in each ordinal category are obtained from the results of the regression of C(t) on t (Equation 1). Second, the values of t that define a category of effect (values that may be computed from Equation 2 or known empirically) are obtained in a category may be assigned a continuous value. Aijj is defined as the mean value for the category:

\[ A_{ij} = \frac{\int_1^{t_1} f(t) dt}{t_{1} - t_{0}} \]

This has no analytical solution given the definition of f(t) in Equation 2; therefore, it is evaluated numerically (using Mathematica 4.0). As a numerical example, one may consider the hypothetical “minus” category depicted in Figure 1, which includes the 47% of variants with activities ranging from \( t_{1} = 0 \) to the unknown upper threshold \( t_{2} \). If the regression (1) indicates that \( a = 0.98 \) and \( b = 0.67 \), then from Equation 1, \( t_{2} = 0.12 \), or 12% wild-type activity, and the activity value assigned (by way of Equation 3) to variants in the minus category would be \( A_{-\text{max}} = 0.037 \), or 3.7% wild-type activity.

In some cases, the effects of amino acid exchanges may be given, not by assignment to categories, but by a continuous value \( x \) from some measurement that does not have the units of relative wild-type activity (e.g., \( x \) is a \( K_{i} \) or \( \Delta G \) value). In such a case, the observed values can be ranked and treated as a set of categories (i.e., one category for each distinct value of \( x \)) for the purpose of assigning activity scores. In general, this method makes the implicit assumptions (see Discussion) that the scale of experimental values has a monotonic relationship with activity and that the polarity of this relationship is known (i.e., one knows which end of the scale represents low activity and which end represents high activity).

**Statistical procedures:** Unless otherwise indicated, statistical analysis was performed with the Macintosh program JMP (SAS Institute 1999).

**Frequency-activity regression:** The regression in Equation 1 is estimated (by nonlinear regression) from any \( \{ t, p \} \) pairs available from the set of 12 studies. Data points are weighted so that each study contributes equally. To assign weights by study size would be inappropriate, because most of the uncertainty is in the value of \( t \), which is independent of study size, not \( p \), which is more reliable for larger studies. For example, in the T4 lysozyme study, the reported threshold value of \( t = 3 \)% for the minimal activity of “+” variants might be off by a factor of two in either direction, whereas the range of the 95% confidence interval for \( p = 328/1918 = 0.171 \), which is 0.154–0.189, is only a factor of 1.1 in either direction. In two cases (HIV-RT and insulin), quantitative activity values for all variants have been determined experimentally, and therefore the entire observed cumulative frequency distribution may be used in the regression.

**Missing data, weights, and uncertainties:** For 6 of the 380 off-diagonal elements of the 20 \( \times \)20 exchangeability matrix, no observations are available, while the remaining cells represent varying numbers of observations (see results, Table 2). The missing EX values are excluded from all analyses, and the remaining values are analyzed using the number of observations as a weight. For instance, the symmetric form of exchangeability is computed with the formula \( S_i = (n_i, EX_i + n_j, EX_j)/(n_i + n_j) \); that is, the mean is weighted by the relevant numbers of observations \( n \). When a standard error is given for an individual EX value, this is the standard error derived by bootstrapping across studies (results are available from the authors).

**Measures used for comparative evaluation:** The AAIndex database (Kawashima and Kanehisa 2000) lists nearly 100 measures of amino acid similarity or distance, not including some recently derived matrices (e.g., Venkatarajan and Braun 2001; Xia and Xie 2002). Rather than testing all available measures, we defined a set of six categories, drawing one or two representative groups from each category as explained in Results. The BLOSUM series of matrices were taken from Henikoff and Henikoff’s (1992) supplementary material, which provides values for all digits of precision (better than the reduced-precision matrices widely used by sequence alignment software). The VB (Venkatarajan and Braun 2001) matrix was obtained in electronic form from the authors, and the NX matrix was entered manually from Xia and Xie (2002). Other measures are from the AAIndex database (Kawashima and Kanehisa 2000).

**Comparative evaluation using experimental exchanges:** The power of various measures of exchangeability was evaluated by predicting the results of experimental exchanges. Circularly predicting experimental exchange effects using an EX measure is avoided by using a jackknife method in which the predictor applied to a set of results for a target protein \( T \) is the indepen-
TABLE 1
Summary of experimental exchange studies

<table>
<thead>
<tr>
<th>Protein</th>
<th>Source species</th>
<th>Method</th>
<th>Sites</th>
<th>Variants</th>
<th>Exchange effects assayed</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LacI</td>
<td><em>Escherichia coli</em></td>
<td>Sup</td>
<td>328 (360)</td>
<td>4038</td>
<td>Operon repression, <em>in vivo</em></td>
<td>Markiewicz et al. (1994)</td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Phage T4</td>
<td>Sup</td>
<td>155 (164)</td>
<td>1918</td>
<td>Plaque size, <em>in vivo</em></td>
<td>Rennell et al. (1991)</td>
</tr>
<tr>
<td>Interleukin-3</td>
<td><em>Homo sapiens</em></td>
<td>Sat</td>
<td>103 (152)</td>
<td>754</td>
<td>Cell proliferation, <em>in vivo</em></td>
<td>Ollins et al. (1995)</td>
</tr>
<tr>
<td>Barnase</td>
<td><em>E. coli</em></td>
<td>Sat</td>
<td>109 (110)</td>
<td>676</td>
<td>RNase activity, <em>in vivo</em></td>
<td>Axe et al. (1998)</td>
</tr>
<tr>
<td>RecA</td>
<td><em>E. coli</em></td>
<td>Sat</td>
<td>20 (323)</td>
<td>380</td>
<td>Plaque size, <em>in vivo</em></td>
<td>Hortnagel et al. (1999)</td>
</tr>
<tr>
<td>Protein V</td>
<td>Phage fl</td>
<td>Sat</td>
<td>86 (87)</td>
<td>313</td>
<td>Host inhibition, <em>in vivo</em></td>
<td>Zabin et al. (1991)</td>
</tr>
<tr>
<td>Nuclease</td>
<td>Staphylococcus</td>
<td>Scan</td>
<td>143 (149)</td>
<td>290</td>
<td>ΔΔG, <em>in vitro</em></td>
<td>Green et al. (1992); Meyer et al. (1996); Shortle et al. (1999)</td>
</tr>
<tr>
<td>Growth hormone</td>
<td><em>H. sapiens</em></td>
<td>Scan</td>
<td>50 (191)</td>
<td>50</td>
<td>Dissociation constant, <em>in vitro</em></td>
<td>Cunningham and Wells (1989)</td>
</tr>
<tr>
<td>Insulin</td>
<td><em>H. sapiens</em></td>
<td>Scan</td>
<td>37 (51)</td>
<td>37</td>
<td>Receptor affinity, <em>in vitro</em></td>
<td>Kristensen et al. (1997)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>1266</td>
<td>9671</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Sup, nonsense suppression; sat, saturation mutagenesis; scan, alanine scanning (Ala and Gly scanning in the case of Nuclease).

Amino acid positions altered (in parentheses, total number of positions in the protein).

dent predictor EX... based on results from all proteins except T. For target studies in which the effects of exchanges are given on a continuous scale (e.g., percentage of activity), a linear regression with the predictor is used. When the target results are ordinal (e.g., “−”, “+”), logistic regression is used. For testing the entire set of 9671 results from all 12 target studies, each result is paired with its independent predictor EX... and linear regression is used, with ordinal values converted to continuous-activity values as described (see above, Assignment of scores to a common scale). For purposes of interpreting the results of this test, it is helpful to define the power of a study as the number of variants assayed multiplied by the mean information content of an assay result. The mean information content of an ordinal assignment is −Σj (fj log fj), where fj is the frequency of the jth category, ignoring uncertainty in the assignment itself, which reduces information content to an unknown degree. Continuous-valued results are ranked and treated as ordinal data for the purpose of computing information content (again, ignoring uncertainty in the ranking).

Comparative evaluation using data on human variation: EX and other measures are used as predictors of disease-causing potential, defined (for each source-destination combination) as the ratio of the number of Human Gene Mutation Database (HGMD) entries (Stenson et al. 2003) to the number of HGVBase entries (Fredman et al. 2002; http://hgbase.cgb.ki.se/), using only those HGVBase SNPs with “proven” status. This ratio of the number of entries for particular categories of variant is not the same as a ratio of population frequencies; nevertheless, it can be used as an estimator (e.g., as in Krwc zk et al. 1998) under conditions in which genetic sites that contribute to the category are not saturated with detected variants.

Comparative evaluation using evolutionary probability of acceptance: For use in a model of sequence evolution, similarity measures are converted to distances by subtracting each value of the measure from its maximum value. The minimum distance is thus zero, and in the Goldman-Yang model as implemented in the PAML package (Yang et al. 1998), amino acid pairs with this distance will be accepted with the highest probability possible for a nonsynonymous change. The nucleotide alignments used for evolutionary analysis are from two sources: the concatenated mitochondrial gene data from Yang et al. (1998) and the 10 eukaryotic sequence families analyzed by Qiu et al. (2004). Sites in the latter data sets with noncanonical codons (due to protist genes with noncanonical genetic codes) were removed from the analysis. The PAML software was executed using a control file specifying the codon model (seqtype = 1, model = 0, as in Yang et al. 1998) and the appropriate genetic code.

RESULTS

Studies chosen for inclusion: From an initially broad literature search, the number of candidate studies was reduced by eliminating small studies (<20 variants) and then by eliminating studies with methodological biases, as described in MATERIALS and METHODS. These criteria reduced the number of candidate studies by roughly two orders of magnitude, to a total of 15. The most common grounds for eliminating a sufficiently large study

<table>
<thead>
<tr>
<th>Protein</th>
<th>Source species</th>
<th>Method</th>
<th>Sites</th>
<th>Variants</th>
<th>Exchange effects assayed</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LacI</td>
<td><em>Escherichia coli</em></td>
<td>Sup</td>
<td>328 (360)</td>
<td>4038</td>
<td>Operon repression, <em>in vivo</em></td>
<td>Markiewicz et al. (1994)</td>
</tr>
<tr>
<td>Lysozyme</td>
<td>Phage T4</td>
<td>Sup</td>
<td>155 (164)</td>
<td>1918</td>
<td>Plaque size, <em>in vivo</em></td>
<td>Rennell et al. (1991)</td>
</tr>
<tr>
<td>Interleukin-3</td>
<td><em>Homo sapiens</em></td>
<td>Sat</td>
<td>103 (152)</td>
<td>754</td>
<td>Cell proliferation, <em>in vivo</em></td>
<td>Ollins et al. (1995)</td>
</tr>
<tr>
<td>Barnase</td>
<td><em>E. coli</em></td>
<td>Sat</td>
<td>109 (110)</td>
<td>676</td>
<td>RNase activity, <em>in vivo</em></td>
<td>Axe et al. (1998)</td>
</tr>
<tr>
<td>RecA</td>
<td><em>E. coli</em></td>
<td>Sat</td>
<td>20 (323)</td>
<td>380</td>
<td>Plaque size, <em>in vivo</em></td>
<td>Hortnagel et al. (1999)</td>
</tr>
<tr>
<td>Protein V</td>
<td>Phage fl</td>
<td>Sat</td>
<td>86 (87)</td>
<td>313</td>
<td>Host inhibition, <em>in vivo</em></td>
<td>Zabin et al. (1991)</td>
</tr>
<tr>
<td>Nuclease</td>
<td>Staphylococcus</td>
<td>Scan</td>
<td>143 (149)</td>
<td>290</td>
<td>ΔΔG, <em>in vitro</em></td>
<td>Green et al. (1992); Meyer et al. (1996); Shortle et al. (1999)</td>
</tr>
<tr>
<td>Growth hormone</td>
<td><em>H. sapiens</em></td>
<td>Scan</td>
<td>50 (191)</td>
<td>50</td>
<td>Dissociation constant, <em>in vitro</em></td>
<td>Cunningham and Wells (1989)</td>
</tr>
<tr>
<td>Insulin</td>
<td><em>H. sapiens</em></td>
<td>Scan</td>
<td>37 (51)</td>
<td>37</td>
<td>Receptor affinity, <em>in vitro</em></td>
<td>Kristensen et al. (1997)</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>1266</td>
<td>9671</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Sup, nonsense suppression; sat, saturation mutagenesis; scan, alanine scanning (Ala and Gly scanning in the case of Nuclease).

Amino acid positions altered (in parentheses, total number of positions in the protein).
TABLE 2

Counts of exchanges by source (row) and destination (column)

| C | S | T | P | A | G | N | D | E | Q | H | R | K | M | I | L | V | F | Y | W | Total |
| C | 7 | 2 | 7 | 9 | 1 | 1 | 7 | 6 | 8 | 6 | 3 | 1 | 7 | 2 | 8 | 9 | 2 | 99 |
| S | 45 | 13 | 45 | 61 | 46 | 8 | 5 | 40 | 39 | 37 | 44 | 40 | 4 | 7 | 42 | 5 | 42 | 44 | 3 | 570 |
| T | 33 | 56 | 54 | 60 | 44 | 16 | 7 | 34 | 35 | 45 | 39 | 35 | 9 | 21 | 34 | 9 | 32 | 33 | 5 | 595 |
| P | 21 | 33 | 21 | 45 | 30 | 5 | 6 | 22 | 26 | 29 | 39 | 26 | 5 | 6 | 41 | 5 | 22 | 20 | 6 | 408 |
| A | 52 | 68 | 16 | 71 | 80 | 5 | 12 | 59 | 53 | 54 | 56 | 55 | 4 | 2 | 61 | 25 | 53 | 54 | 3 | 783 |
| G | 57 | 59 | 15 | 46 | 77 | 11 | 24 | 53 | 45 | 43 | 63 | 48 | 10 | 14 | 45 | 43 | 42 | 43 | 13 | 751 |
| N | 27 | 39 | 17 | 51 | 30 | 54 | 16 | 27 | 29 | 40 | 31 | 36 | 7 | 17 | 35 | 9 | 28 | 35 | 7 | 505 |
| D | 30 | 35 | 7 | 34 | 58 | 37 | 24 | 53 | 33 | 46 | 33 | 33 | 5 | 5 | 35 | 23 | 49 | 4 | 956 |
| E | 25 | 34 | 6 | 31 | 58 | 49 | 5 | 15 | 32 | 27 | 29 | 33 | 4 | 3 | 32 | 13 | 25 | 28 | 3 | 452 |
| Q | 31 | 37 | 5 | 46 | 44 | 37 | 3 | 1 | 44 | 42 | 43 | 37 | 4 | 5 | 46 | 5 | 32 | 30 | 5 | 497 |
| H | 12 | 14 | 7 | 17 | 21 | 18 | 11 | 8 | 13 | 18 | 19 | 14 | 7 | 7 | 19 | 6 | 16 | 17 | 6 | 250 |
| R | 36 | 46 | 9 | 40 | 44 | 45 | 3 | 4 | 31 | 33 | 41 | 37 | 1 | 8 | 43 | 6 | 31 | 30 | 3 | 491 |
| K | 25 | 38 | 24 | 29 | 55 | 50 | 22 | 5 | 38 | 45 | 28 | 46 | 7 | 15 | 14 | 31 | 7 | 26 | 27 | 7 | 532 |
| M | 15 | 14 | 5 | 15 | 22 | 19 | 4 | 3 | 14 | 14 | 15 | 17 | 6 | 7 | 18 | 5 | 15 | 14 | 2 | 232 |
| I | 32 | 52 | 27 | 37 | 44 | 40 | 17 | 4 | 53 | 33 | 46 | 37 | 25 | . | 60 | 30 | 49 | 30 | 4 | 633 |
| L | 55 | 74 | 14 | 72 | 86 | 73 | 10 | 7 | 61 | 68 | 63 | 79 | 57 | 15 | 19 | 33 | 68 | 56 | 14 | 924 |
| V | 47 | 49 | 7 | 48 | 70 | 68 | 4 | 11 | 52 | 46 | 48 | 48 | 45 | 5 | 17 | 58 | . | 54 | 45 | 4 | 726 |
| F | 21 | 21 | 4 | 15 | 23 | 15 | 4 | 4 | 13 | 11 | 13 | 14 | 4 | 2 | 13 | 24 | 11 | 2 | 247 |
| Y | 29 | 27 | 0 | 16 | 26 | 22 | 11 | 12 | 14 | 26 | 18 | 14 | 1 | 0 | 16 | 0 | 31 | . | 2 | 280 |
| W | 11 | 8 | 1 | 6 | 6 | 12 | 0 | 0 | 5 | 6 | 5 | 9 | 6 | 1 | 0 | 11 | 1 | 6 | 6 | 100 |

Total 604 709 198 660 847 748 164 145 615 587 631 685 593 121 166 658 240 612 591 97 9671

were that the study aimed to identify only “critical” residues by focusing on a handful of predefined target residues (e.g., suspected active site residues) or that the study provided assay results only for a highly nonrandom subset of variants (e.g., variants that gained some crucial activity).

The studies selected for analysis, listed in Table 1 by target protein, comprise 12 different target proteins, 1266 altered sites, and 9671 individual exchanges. The exchanges are tabulated by source and destination amino acid in Table 2. No data are available for the doublet exchanges $Y \rightarrow T$, $Y \rightarrow I$, and $Y \rightarrow V$ nor for the triplet exchanges $W \rightarrow N$, $W \rightarrow D$, and $W \rightarrow I$. For the remaining exchanges, the mean numbers of instances are 32.4 (range, 1–80) for singlets, 22.6 (range, 1–86) for doublets, and 12.4 (range, 1–32) for triplets.

The exchanges were engineered using three different methods: nonsense suppression (Miller 1991), that is, the introduction of a nonsense mutation at a site, followed by expression using a nonsense-suppressor tRNA that inserts some amino acid; cassette-based saturation mutagenesis (Reidhaar-Olson et al. 1991), resulting in a set of randomly generated codons at some position; and site-directed mutagenesis, resulting in a specific alternative at some position, as in alanine-scanning studies. For each of these 12 studies, the supplementary material at http://www.genetics.org/supplemental/ describes the experimental design (the method for generating and assaying variants) and the form of the results, which may be continuous values (e.g., percentage of wild-type activity) or ordinal values (i.e., ranked categories, such as $-$, $+$, $-$, and $+$).

A common severity-of-effect distribution as the basis for combining results: The 12 studies differ in the target protein, the type of assay performed, and the form of the results (Table 1; supplementary material at http://www.genetics.org/supplemental/). Results from different studies are not directly comparable: a value of + might mean “phage growth” in one study, and “drug resistance” in another study; a value of 0.4 might mean $\Delta G$ of 0.4 in one study and an activity of 40% of wild type in another study.

A method for combining such data would seem to require: (i) a precise physical model relating protein thermodynamics and chemistry to assays of enzymological or biological activity, (ii) an arbitrary rescaling of diverse results (e.g., each result converted to 0 or 1) on the assumption that arbitrary biases will cancel out given sufficient data, or (iii) a heuristic model that relates the results of different studies through some common parameter(s). The first approach is not possible, and the assumptions of the second approach are not justified, given the relatively small number of studies.

The possibility of a heuristic approach based on a common severity-of-effect distribution can be illustrated by reference to the barnase study of Axe et al. (1998), the T4 lysozyme study of Rennell et al. (1991), and the $\beta$-lactamase study of Materon and Palzkill (2001) (see Table 1). In each case, a large number of variants were produced and assayed to yield a + or − outcome relative to an arbitrary threshold level of activity. However, the studies differ dramatically in their outcomes: in the barnase case, only 4.9% of variants were inactive;
in the lysozyme case, 20%; and in the β-lactamase case, 93%. This might be due to inherent differences between barnase, lysozyme, and β-lactamase. However, in the barnase case, the experimenters define inactive as having <~0.2% of the wild-type protein activity (Mossakowski et al. 1989; Axe et al. 1998); in the lysozyme case, the threshold is 3% activity (Rennell et al. 1991); and in the β-lactamase case, the threshold is ~50% activity (T. Palzkill, personal communication). Thus, the higher the threshold is, the fewer the variants are that surpass it, suggesting an underlying distribution of effects on activity that applies across studies. To the extent that such a common distribution applies, it can serve as the basis for a method to assign scores on a common scale, as illustrated in Figure 1 (see MATERIALS AND METHODS).

Available data on the distribution of activity effects are plotted in Figure 2. A total of eight threshold values are available from five studies. For two additional studies (insulin and HIV-RT), activity values for all variants are reported, providing a finely discretized distribution. As described in MATERIALS AND METHODS, these data may be used to estimate the shape of a common frequency distribution, on the assumption that such a distribution exists. This assumption is borne out by the close empirical fit to a power law (specifically, \( y = 0.91x^{0.57} \)), the \( R^2 \) value for which is 0.78 (residual sum-of-squares, 0.19). On the basis of this result, the data were then fit to Equation 1, a function that is based on the power law, but that has the properties of a cumulative frequency distribution (see MATERIALS AND METHODS). The curved line in Figure 2 shows the best fit to Equation 1 \((a = 0.278, b = 0.666)\), with a residual sum-of-squares of 0.13. Possible cumulative frequency distribution equations based on other candidate functions (e.g., linear, exponential) showed a worse empirical fit. This common severity-of-effect distribution may be used as the basis for transforming results of any experimental study to a common scale, nominally a scale of activity.

**EX:** The “experimental exchangeability from \( i \) to \( j \),” or \( \text{EX}_{ij} \), is the mean activity of variants with an exchange from amino acid \( i \) to amino acid \( j \). For instance, Table 2 indicates that data on 34 \( T \rightarrow E \) exchanges are available, and thus \( \text{EX}_{ij} \) will be the average of 34 values, each representing the fraction of wild-type activity in the variant protein, including both experimentally determined values (e.g., for variants of HIV-RTase) and estimates assigned using Equation 3 (MATERIALS AND METHODS). Individual EX values have considerable uncertainty. The mean standard deviation of individual EX values, computed by bootstrap resampling (results not shown), is 0.071 for resampling among studies and 0.056 for resampling among individual exchanges.

By taking advantage of available structure data (see MATERIALS AND METHODS and supplementary material at http://www.genetics.org/supplemental/), it is possible to classify most of the 1266 experimentally altered
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and no values for $Y \rightarrow T$, $Y \rightarrow I$, $Y \rightarrow V$, $W \rightarrow N$, $W \rightarrow D$, and $W \rightarrow I$ exchanges, due to the lack of data noted earlier (Table 2). If needed, the missing values may be interpolated by averaging the exchangeability-as-source of the source amino acid, and the exchangeability-as-destination of the destination amino acid. A symmetric exchangeability matrix can be computed with $E_{X_{ij}} = E_{X_{ji}}$, defined as the average of $E_{X_{ij}}$ and $E_{X_{ji}}$, with each value weighted by the number of underlying observations in Table 2. The missing values are irrelevant to the tests of power below because: (i) the cross-validation obviously includes no observations of these types, since none are present in the original data set; and (ii) the other tests use only the values for singlet exchanges, whereas the six missing paths are doublet and triplet exchanges. The symmetric matrix $E_{X_{ij}}$ has no missing values because exchange data are available for every possible unordered pair of amino acids.

**Comparative evaluation of amino acid similarity measures:** Applying the heuristic procedure described above to available data on experimental exchanges yields an EX matrix that must reflect, to some unknown degree, the average effects of exchanging one amino acid for another. However, it remains to be demonstrated how well this procedure captures useful information about the “exchangeability” of amino acids or even if such a concept is valid. To address such questions there is neither a convenient existing benchmark nor a precise and validated theoretical model. For instance, on *a priori*
Prediction of effects of experimental amino acid exchanges:
The data from experimental genetics collated for this
study (9671 experimental exchanges) may be used as
targets for prediction. Circularity in the use of EX is
avoided by using, for each target protein T, the indepen-
dent predictor EX\textsubscript{T} (see Materials and Methods).
Table 4 shows the results of this test, using logistic regres-
sions for studies with ordinal results (e.g., \(-, +\)) and
linear regressions for studies with continuous-valued re-
sults (e.g., percentage of activity). Given that the number
of tests is on the order of 100 (12 target studies multi-
plied by eight types of predictors), a probability \(<5 \times 10^{-6}\) is marginally significant when considering a re-
sult chosen ex post facto, and a probability \(<10^{-6}\) is highly
significant.
Overall predictive power reflected in \(R^2\) values is low,
prematurely due to crucial context effects not included
in the model (i.e., every site has a specific context in a
protein that is not addressed), such that the best pre-
predictor explains only 2.6–16.4% of variance in effects of
individual substitutions. Systematic differences in pre-
dictability of target studies are explained predomina-
tly by the power of the study (Table 4), defined as the
number of assayed variants multiplied by the mean in-
formation content of an assay result. For instance, con-
sidering the best predictor, study power accounts for
82% of the between-target-study variance in predictabil-
ity (i.e., \(R^2 = 0.82\) for the regression of \(-\log(\text{probability})\)
on study power).

EX\textsubscript{T} is the best predictor in the combined test, while
BLOSUM100 (BLO100), the best of the five BLOSUM
levels tested (30, 45, 62, 80, and 100), has a larger num-
ber of first-place and second-place results in the separate
tests (Table 4). In general, the order of effectiveness of
predictors is \{EX\textsubscript{T}, BLO100\} > \{VB, XX, Miyata,
WAG\} > Grantham. The symmetric matrix, EXS\textsubscript{T}, per-
forms better than the intermediate predictors but worse
than EX\textsubscript{T} and BLO100. In such comparative tests, the
predictive power of EX\textsubscript{T} is aided by its asymmetry and
by the availability of statistical weights (the counts in
Table 2). By contrast, all the other measures are symmet-
ric and without weights. Of these two aspects, asymmetry
is important, as indicated above by the reduced perfor-
mance of EXS\textsubscript{T}, while weighting has relatively little
effect (results not shown).

Correlation with disease-causing potential of human mis-
sense mutants: The analysis of deleterious human variants
is a problem for which an asymmetric measure of ex-
changeability would be useful, since typically one can
distinguish which allele is the ancestral wild-type allele
and which is the mutant. The nearly 19,000 entries for
missense mutants in HGMD (Stenson et al. 2003) can
be categorized on the basis of the source (wild-type)
amino acid and the destination (mutant) amino acid.
In principle, as long as the probability of sampling re-
mains low (both in regard to individuals bearing a par-
ticular haplotype and in regard to haplotypes within a
particular amino acid exchange category), the number
of entries in HGMD for some category (e.g., Arg \(\rightarrow\) Thr)}
Comparative evaluation: prediction of experimental exchange effects

<table>
<thead>
<tr>
<th>Study (type)</th>
<th>Power</th>
<th>$R^2$ and probability (in parentheses) for prediction with each target study*</th>
</tr>
</thead>
<tbody>
<tr>
<td>LacI (r)</td>
<td>6241.5</td>
<td><code>0.030 (1.0E+03) 0.020 (2.6E-40) 0.016 (1.3E-31) 0.018 (5.0E-35) 0.013 (8.0E-27) 0.012 (1.3E+04) 0.011 (1.0E+02) 0.008 (4.0E-16) 0.005 (5.2E-01)</code></td>
</tr>
<tr>
<td>T4 lysozyme (r)</td>
<td>2736.9</td>
<td><code>0.049 (2.0E-42) 0.048 (5.4E-37) 0.029 (3.0E-18) 0.016 (7.0E-15) 0.017 (6.0E-16) 0.011 (1.5E+10) 0.016 (3.0E+15) 0.013 (1.5E+12) 0.008 (2.6E-08)</code></td>
</tr>
<tr>
<td>IL-3 (r)</td>
<td>1013.7</td>
<td><code>0.040 (1.5E-11) 0.040 (1.5E-12) 0.026 (1.1E-09) 0.027 (8.0E-10) 0.029 (2.0E+10) 0.023 (1.7E+08) 0.023 (3.0E+04) 0.023 (1.4E+08) 0.021 (4.6E-08)</code></td>
</tr>
<tr>
<td>HIVProt (r)</td>
<td>505.4</td>
<td><code>0.098 (9.0E-15) 0.071 (8.7E-02) 0.104 (5.0E-04) 0.096 (7.0E-03) 0.050 (2.0E-03) 0.060 (8.0E-05) 0.095 (8.0E-09) 0.039 (8.0E-16) 0.039 (1.5E-09)</code></td>
</tr>
<tr>
<td>RecA (r)</td>
<td>463</td>
<td><code>0.016 (9.0E-03) 0.007 (8.7E-02) 0.019 (5.0E-04) 0.011 (7.0E-03) 0.0147 (2.0E-03) 0.024 (8.0E-05) 0.009 (8.0E-09) 0.000 (1.4E-07) 0.0096 (7.0E-01)</code></td>
</tr>
<tr>
<td>β-Lac (r)</td>
<td>191.8</td>
<td><code>0.009 (1.6E+01) 0.008 (1.8E+01) 0.023 (1.4E+02) 0.011 (7.0E-02) 0.012 (6.1E+02) 0.013 (8.0E-02) 0.012 (8.0E-04) 0.019 (2.4E+02)</code></td>
</tr>
<tr>
<td>Barnase (r)</td>
<td>190.2</td>
<td><code>0.047 (6.0E-04) 0.060 (2.0E-05) 0.053 (2.0E-04) 0.050 (3.0E-04) 0.045 (6.0E-04) 0.031 (5.0E-03) 0.038 (1.5E+03) 0.012 (7.8E+02) 0.022 (1.7E+02)</code></td>
</tr>
<tr>
<td>RTase (c)</td>
<td>2170.1</td>
<td><code>0.163 (1.0E-15) 0.165 (1.0E-12) 0.164 (7.0E-16) 0.099 (9.9E-02) 0.072 (2.0E-07) 0.110 (8.0E-11) 0.150 (3.0E+15) 0.024 (3.0E+04) 0.091 (4.3E-09)</code></td>
</tr>
<tr>
<td>fl pV (c)</td>
<td>992.6</td>
<td><code>0.081 (3.0E-07) 0.064 (6.5E-06) 0.105 (4.1E-09) 0.063 (6.3E-02) 0.040 (4.0E-04) 0.039 (5.0E-04) 0.092 (4.1E+08) 0.024 (6.0E+03) 0.044 (2.0E+04)</code></td>
</tr>
<tr>
<td>Nuclease (c)</td>
<td>1650</td>
<td><code>0.129 (3.0E-10) 0.140 (5.0E-11) 0.112 (5.5E+09) 0.029 (3.4E-03) 0.024 (8.3E-02) 0.042 (4.0E-04) 0.021 (4.1E+08) 0.082 (6.8E+07) 0.019 (1.8E+02)</code></td>
</tr>
<tr>
<td>hGH (c)</td>
<td>254.7</td>
<td><code>0.017 (3.6E+01) 0.001 (8.0E+01) 0.015 (3.9E+01) 0.010 (4.9E+01) 0.034 (2.0E+01) 0.018 (3.6E+01) 0.013 (4.3E+01) 0.062 (8.2E+02) 0.016 (3.9E+01)</code></td>
</tr>
<tr>
<td>Insulin (c)</td>
<td>184.8</td>
<td><code>0.026 (3.4E+01) 0.045 (2.1E+01) 0.087 (7.7E+02) 0.002 (7.8E+01) 0.028 (2.5E+01) 0.036 (2.6E+01) 0.079 (9.2E+02) 0.061 (1.4E+01) 0.006 (6.5E+01)</code></td>
</tr>
<tr>
<td>All</td>
<td></td>
<td><code>0.0373 (8.0E+02) 0.029 (2.0E+03) 0.03631 (1.0E+04) 0.02631 (5.0E+08) 0.02458 (3.0E+04) 0.02298 (1.0E+05) 0.02204 (9.0E+04) 0.01698 (7.0E+03) 0.00918 (3.6E+21)</code></td>
</tr>
</tbody>
</table>

*Italic and underlined values indicate the best and next-best (respectively) predictors by $R^2$ for each target study. EXS is not included in the rankings because it is redundant with EX.

Depending on whether the data are ordinal (r) or continuous (c), predictions use logistic or linear regression, respectively.

TABLE 4

is an estimator of the total frequency of occurrence of disease-causing variants of that category, modulated by a likelihood of clinical characterization. However, the relative chance of clinical characterization of a point mutation in a protein-coding region is based solely on the disease-causing propensity and the population frequency and not on experimental detectability, given that all types of missense mutations are equally detectable by the standard experimental procedure of DNA sequencing. The population frequency, in turn, is a function of (i) the frequency of the source codon(s), (ii) the mutation rate to the destination codon(s), and (iii) the acceptability of the mutant alleles (i.e., due to their mean effects on survival and reproduction).

Conveniently, the latter three factors are subsumed in the corresponding category frequencies from HGVBBase (FREDMAN et al. 2002), a database of human single-nucleotide polymorphisms (SNPs). To the extent that confounding cross-factor effects can be ignored, then, dividing the number (or frequency) of HGMD entries by the number of HGVBBase entries for the same type of missense change would cancel out extraneous effects of codon usage and mutation, leaving only the disease-causing potential. Thus, the logic of this test is that, if the
Figure 3.—Relationship of disease-causing potential to EX. The vertical scale is the log of the disease-causing potential, defined as the ratio of the number of HGMD (Krawczak and Cooper 1997) entries for a given missense class, to the number of HGVBase (Fredman et al. 2002) entries for the same class. For reasons explained in the text, this ratio is expected to reflect disease-causing potential and to be free of confounding effects of mutation. The solid line shows the weighted least-squares regression, $\gamma = 4.08 - 6.38x$, with weights based on Table 2 (weight of each point is reflected by its size). EX explains 49% of the variance in the log HGMD/HGVBase ratio, more than any other measure tested. Given the observed regression, one way to describe how HGMD is enriched (relative to HGVBase) in low-exchangeability variants is to note that the bottom one-third of the distribution of EX values is enriched 2.4-fold relative to the overall sample and ~9-fold relative to the top one-third.

As for the previous test using experimental exchanges, the higher levels of the BLOSUM series of matrices performed better; e.g., $R^2$ for BLOSUM62 was 0.444, and for BLOSUM30 it was 0.309 (the BLOSUM level is the upper limit of sequence identity among pairs of sequences used to compute the matrix). A potential explanation is that closely related proteins should more accurately reflect exchangeability due to the shared context in which the differences arise. That is, when the first exchange from $i$ to $j$ takes place in one of two initially identical proteins, the resulting difference occurs in an identical context, and thus the pairing of $i$ and $j$ in the aligned sequences is a more accurate indication of the exchangeability of $i$ and $j$ than the same pairing of residues in proteins that have diverged so that they are only 30% identical. Indeed, we find that, for singlet and doublet exchanges, the slope of the correlation of BLOSUM scores on EXS values is steepest for BLOSUM100 and becomes flatter with decreasing BLOSUM level (results not shown). This observation is not necessarily in conflict with the results of Benner et al. (1994), who argue [from a discrepancy that arises in extrapolating the percent accepted mutation (PAM) model] that the effect of minimal mutation distance on the pattern of divergence decreases as proteins diverge. The effect of minimum mutational distance also diminishes with the BLOSUM level (i.e., the mean BLOSUM scores for singlets, doublets, and triplets become less extreme).

Use as a model of acceptance of missense changes in evolution: While the above results demonstrate that EX performs well in predicting the effects of a random sample of exchanges (the experimental data) or a sample enriched for damaging exchanges (the disease-associated variants), one might argue that a more subtle measure is needed for modeling evolutionary change, to the extent that (presumably) it is a sample enriched for benign or innocuous changes. The problem of compensating for mutational effects in evolution is addressed by the phylogenetic analysis by maximum likelihood (PAML) software of Yang (1997) for numerical analysis of maximum likelihood models. The basis for this approach is as follows. Molecular evolution is often characterized as an origin-fixation process with a steady-state rate equal to the product of the rate of introduction of new mutants, $\mu N$, and their probability of fixation, $\pi$; in the simplest case, for neutral variants, $\pi = 1/N$, while for significantly beneficial mutants, $\pi = 2s$, where $s$ is the coefficient of selection (Kimura 1983). Thus, Goldman and Yang (1994; see also Muse and Gaut 1994) introduced a “mechanistic” model of codon change with separate factors for mutation and acceptance. The mutational factor is modeled using a nucleotide substitution mutation model applied to codons. The acceptance factor for different types of missense mutations is modeled using a linear or geometric transformation (with two fitted parameters) of a user-supplied, symmetric measure of amino acid distance. Yang et al. (1998) tested five symmetric measures of amino acid distance: differences in polarity, volume, and composition; Grantham’s distances (Grantham 1974); and Miyata’s distances (Miyata et al. 1979).

Here, to evaluate various measures, a likelihood analysis was carried out using PAML with the original data set of Yang et al. (1998) and with 10 additional data sets from Qiu et al. (2004), as described in MATERIALS...
and methods. Measures of similarity, such as EXS or BLOSUM, are converted into the required form of a distance measure by subtracting each value from the maximum. The likelihood score that results from an analysis can be used to evaluate the performance of a distance measure in comparison to other measures (all tests have the same number of parameters). As with the previous test involving disease-causing variants, this test evaluates power only with respect to singlet exchanges, because these are the only kind used in the Goldman-Yang model.

The results of this comparative analysis are shown in Table 5. For each of the 11 data sets, log(likelihood) values are shown for the geometric transformation only, which (as in Yang et al. 1998) generally yields higher likelihoods than the linear transformation. The best measure for use as an acceptance function is BLOSUM100, which outperforms the second-best measure, EXS, in terms of both the sum of log(likelihood) values and the number of first- and second-place results. The order of performance is BLO100 > EXS > [VB, Miyata, WAG, Grantham] > MJ.

**DISCUSSION**

A measure of the exchangeability of amino acids has been computed from results of 9671 exchanges in 12 proteins, based on a set of experimental studies chosen to avoid systematic biases in the assessment of exchange effects (Tables 1 and 2). In this set of studies, the relationship observed between frequency and severity of effect suggests a common distribution that provides a basis for combining results from different studies (Figures 1 and 2) to yield a measure of mean effect, called EX (Table 3). This measure has been evaluated, in comparison to a sample of other types of measures, by a statistical cross-validation using the data on experimental exchanges (Table 4), by measuring its correlation with the disease-causing potential of human missense mutants (Figure 3), and by testing its ability to serve as the basis for evolutionary probabilities of acceptance (Table 5). On the basis of the results of these tests, EX is recommended as the only measure of the mean effects of amino acid exchanges that performs well and that is known to avoid potentially confounding effects of mutation.

The concept of a pure measure of exchangeability is largely novel, as is the method of deriving EX, and this novelty raises a number of questions. How does the severity-of-effect model provide a basis for combining results from different studies? What are the most likely sources of bias and error in this approach? How could EX be improved with new data or methods? What, exactly, does EX represent, and how does it relate to concepts such as evolutionary acceptability or “functional” effect or to measures such as PAM? How can exchangeability be applied to scientific questions or technical challenges?

**The concept of amino acid exchangeability:** Most of the questions listed in the previous paragraph relate to the general issue of what it means to seek out average tendencies among heterogeneous sets of data. The capacity of EX to represent average tendencies useful for any given purpose depends on three types of factors. First, EX is derived from individual assay results that reflect experimental biases and uncertainties, and thus the accuracy of EX depends on the strength of such effects. Second, EX is a measure of mean effect averaged over diverse contexts (diverse sites in different proteins operating under differing conditions in different assays), and thus the accuracy of EX depends on the strength of these context-dependent effects (relative to intrinsic effects) and how well the distribution of contexts has been sampled. The procedure used here compensates only for the differing severity of assays (via the frequency-activity regression, Figure 2) and for sampling error in regard to the distribution of amino acids among surface and buried sites. Third, EX is a measure of effects focused mainly on protein activity and stability as measured with biochemical or growth assays in the laboratory, and thus its utility in analyzing other phenomena

---

**TABLE 5**

Comparative evaluation: PAML acceptance function

<table>
<thead>
<tr>
<th></th>
<th>Actin</th>
<th>AdhII</th>
<th>AdhI</th>
<th>Aldh</th>
<th>CuZnSOD</th>
<th>EF1Alpha</th>
<th>GAPDH</th>
<th>HSP70</th>
<th>MnFeSOD</th>
<th>TPI</th>
<th>mtCDNA</th>
<th>Total</th>
</tr>
</thead>
</table>

*Italic values, best predictor for this gene family (column); underlined values, next-best predictor.
of amino acid exchange (e.g., in natural variation and evolution) depends on the extent to which these effects, as opposed to others (e.g., metabolic cost of amino acids), are important.

In principle, such sources of variance could prove so overwhelming that it would be pointless to pursue a general measure of exchangeability. In practice, this is not the case. The results presented here demonstrate conclusively that there is a general phenomenon of exchangeability in the sense of predictable statistical regularities seen across various types of data involving amino acid exchanges (or differences) from a diverse array of proteins and organisms. The three data sets used to evaluate EX and other measures are from three independent sources and correspond to random exchanges (experimental data), relatively damaging exchanges (HGMD data), and relatively benign exchanges (evolution). Yet, most predictors are significant in most tests, and the ranking of predictors shows considerable regularity between tests (e.g., EX and BLO are the best, and Grantham and MJ are among the worst). Among other things, this indicates that various sources of data could be used in deriving a measure of exchangeability, not just data from experimental genetics. The unique value of the latter data is that, if one wishes to disentangle mutational and selective effects in evolution, experimental exchanges provide independent data on amino acid exchange effects with no obvious risk of confounding mutational effects.

The common severity-of-effect distribution: The success of the method of assigning activity scores from the regression in Figure 2 would seem to depend on the extent to which two principles apply: (i) regardless of the nature of the protein, the frequency distribution of activity effects in a random or arbitrary set of amino acid exchanges is the same, and (ii) regardless of how exchanges are assayed, the rank order of the mean severity-of-effect for all 380 source-destination pairs will be the same (e.g., whether the assay is for biological activity, biochemical activity, ΔΔG, or Kd).

Presumably neither principle is perfectly applicable, but applies only roughly. The first principle is supported by the strength of the regression shown in Figure 2. With respect to the second principle, one may consider the case of integrating the staphylococcal nuclease studies (Shortle et al. 1990; Green et al. 1992; Meeker et al. 1996) in which ΔΔG values (rather than activity effects) are measured for protein variants. To assign scores to exchanges in this study, the ΔΔG values are ranked from highest to lowest, and this is treated as a rank order of severity of effect, going from what are presumed to be the most disruptive effects (highest ΔΔG, greatest loss of stability) to the least disruptive or most benign. The implicit expectation is that if staphylococcal nuclease variants were assayed for activity rather than for thermostability, the rankings would tend to correspond, with the most destabilized variants being the least active. That is, activity is assumed to be an increasing function of stability. However, at the low end of the scale of ΔΔG, there are a few exchanges that actually increase stability (decrease ΔG), and one would not necessarily assume that such exchanges increase activity—the increased stability might make for a too-rigid protein unable to bind a substrate or release a product. An analogous interpretation could be applied to the problem of assigning scores to human growth hormone variants on the basis of a ranking of Kd values. To clarify this issue would require systematic data (not currently available, to our knowledge) in which a large set of variants is subjected both to assays for effects on biological activity and to effects on kinetic parameters or thermostability.

Future prospects for a measure of exchangeability: Many have expressed surprise that EX performs better than other measures tested, given that its derivation reflects the results of relatively crude laboratory experiments with a small set of proteins that may not be representative of proteins in general. Clearly, individual EX values are highly imprecise relative to other measures, with relative standard deviations of 20–25%, on average. A major reason for this imprecision is that an individual EX value is based on an average of only 25 exchanges. The exchanges typically are assigned a highly discretized (thus imprecise) score, and the assignment itself may have considerable individual uncertainty.

However, though imprecise, EX values are focused on protein exchangeability per se, a concept that has not received much attention. Of the other measures tested, only MJ is derivationally a pure measure of protein-level effects. While other measures sometimes are used as if they were pure measures of operational exchangeability (e.g., Terwilliger 1995; Wen et al. 1996; Li 1997; Krawczak et al. 1998; Yang et al. 1998; Graur and Li 2000; Alexandre and Zhulin 2003; Pupko et al. 2003), they are not.

Thus, what EX lacks in precision and reliability, it makes up for in accuracy, because it is focused specifically on the operational exchangeability of amino acids in proteins, as opposed to being focused on something else. Precisely because of this combination of high accuracy with low precision and reliability, there is every reason to believe that EX can be improved simply by gathering more and better data. If future experimental studies can be designed so that measured exchange effects have high information content, and exchanges are distributed equally among the most practically relevant class—the singlet exchanges—a mere twofold addition to the amount of data (another 19,000 variants) would ensure >100 variants of each singlet type, which would yield a considerably more powerful measure. With modern high-throughput methods, producing such data could be much faster and cheaper than it was in the past.

SUPPLEMENTARY DATA

The supplementary data include a detailed description of experimental exchange studies (EX-studies.doc),
which describes (and provides sources of data on) exchanges, assays, and structural models. A spreadsheet with EX values as in Table 3, and weights as in Table 2, is also available (EX-matrix.xls). Data for the computation of exchangeability from experimental results and for the comparative evaluation of exchangeability are available by contacting the authors.
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