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ABSTRACT

Recent studies have found high frequencies of bacteria with increased genomic rates of mutation in both clinical and laboratory populations. These observations may seem surprising in light of earlier experimental and theoretical studies. Mutator genes (genes that elevate the genomic mutation rate) are likely to induce deleterious mutations and thus suffer an indirect selective disadvantage; at the same time, bacteria carrying them can increase in frequency only by generating beneficial mutations at other loci. When clones carrying mutator genes are rare, however, these beneficial mutations are far more likely to arise in members of the much larger nonmutator population. How then can mutators become prevalent? To address this question, we develop a model of the population dynamics of bacteria confronted with ever-changing environments. Using analytical and simulation procedures, we explore the process by which initially rare mutator alleles can rise in frequency. We demonstrate that subsequent to a shift in environmental conditions, there will be relatively long periods of time during which the mutator subpopulation can produce a beneficial mutation before the ancestral subpopulations are eliminated. If the beneficial mutation arises early enough, the overall frequency of mutators will climb to a point higher than when the process began. The probability of producing a subsequent beneficial mutation will then also increase. In this manner, mutators can increase in frequency over successive selective sweeps. We discuss the implications and predictions of these theoretical results in relation to antibiotic resistance and the evolution of mutation rates.

In the face of fluctuating environments, organisms that reproduce asexually have a reduced capacity to generate variation compared to sexual organisms. Bacteria can occasionally undergo genetic exchange due to the wide variety of accessory genetic elements available to them: integrons and gene cassettes, transposons, plasmids, and phages. These elements allow bacteria to exchange genes not only within the narrow bounds of a given species, but also across far wider phylogenetic divides than those typically bridged by sexual eukaryotes (Levin and Bergstrom 2000; Ochman et al. 2000). As the rapid spread of antibiotic resistance by horizontal transfer so strikingly and frighteningly illustrates, bacteria can and often will acquire beneficial genes from external sources, so long as these genes exist somewhere in the prokaryotic world (Levin and Bergstrom 2000). We have suggested elsewhere that spatially and temporally varying environments may be the driving forces behind the evolution and maintenance of many mobile genetic elements (Bergstrom et al. 2000).

What happens when bacteria are faced with novel or fluctuating environmental conditions and do not external sources of beneficial genes are available? In such circumstances, evolution must resort to a second source of variation: de novo generation by mutation. But elevated mutation rates come at a cost: they create deleterious changes in the genome. In fact, the classical theory of mutation rate evolution concluded that in sufficiently stable environments, mutation rates evolve to be quite low (Kimura 1960, 1967; Leigh 1970, 1973; Eshel 1973a,b; Painter 1975; Gillespie 1981; Liberman and Feldman 1986; Altenberg and Feldman 1987). In general, we do indeed observe low mutation rates and elaborate mechanisms of DNA repair, which presumably evolved to keep mutation rates low (Drake et al. 1998; Miller 1998; Sniegowski et al. 2000). And, until recently, all was in place: intuition, formal theory, and experimental observations all supported the proposition that although higher rates of mutation can appear occasionally, mutation rates in bacterial populations would remain low and mutator alleles (alleles elevating the genomic mutation rate) would not be selected.

In recent years, however, researchers have begun to uncover high frequencies of mutator genes in natural or clinical (LeClerc et al. 1996; Matic et al. 1997; Bucci et al. 1999; Oliver et al. 2000; Björkholm et al. 2001) and experimental (Mao et al. 1997; Sniegowski et al. 1997; Funchain et al. 2000; Giraud et al. 2001) bacterial populations. What is happening in these populations? A broad but not mechanistic answer from the classical
a population, beneficial mutations will first appear in a nonmutator individual 99.9% of the time simply because the latter are present in vastly greater numbers. Furthermore, the mutator subpopulation will take, on average, 1000 times as long as the larger nonmutator subpopulation to acquire the same beneficial mutation. Experimental studies confirm this basic intuition: in *Escherichia coli* populations exposed to novel environmental conditions, mutators are unable to invade when rare (Cox and Gibson 1974; Chao and Cox 1983; Chao et al. 1983; Giraud et al. 2001).

Given this daunting accord between theory and observation, how do mutators ever reach high enough frequencies to be detected, let alone to have an appreciable effect on the process of bacterial evolution in response to environmental variation? In this study we show that one answer lies in the relative timing of the generation of beneficial mutations on mutator and nonmutator backgrounds. While the small mutator subpopulation is unlikely to be the first to generate a beneficial mutation, it is likely to generate this beneficial mutation before most similarly sized subsets of the nonmutator subpopulation. This relative timing advantage turns out to be sufficient to allow mutators to ascend in many cases. We begin with a simulation model in which the environment changes stochastically at a low rate (simulation Figure 1). In analytical model we present an analytical approximation to this first model, which examines the details of a single selective sweep. We then discuss the implications of this theoretical study for the problems of acquired antimicrobial resistance and how this theory can be tested experimentally.

**SIMULATION MODEL**

We begin with a simulation model of the population dynamics of mutator genes. Consider a large population of bacteria, composed of both nonmutator and mutator cells. The mutator type is rare; it starts at a frequency of $10^{-5}$. Although this may seem like a high frequency under selection balance (Johnson 2000). We propose an alternative to the models developed in this recent renaissance of mutator gene evolution theory and offer a resolution to the following problem.

Both experiments and theory suggest that the fate of mutator alleles will depend critically on their initial frequencies. Whatever their long-term advantages may be, mutators will be at a disadvantage when initially rare. Cox and Gibson (1974), Chao et al. (1983), and Chao and Cox (1983) offer a simple and elegant explanation. For example, consider a rare mutator allele in a large bacterial population. Suppose the mutator gene increases the mutation rate substantially (say, 100-fold) but is initially present at a very low frequency (say, $1 \times 10^{-5}$). In such
is expressed as a growth advantage $b$ relative to cells without that mutation. We assume bacteria with mutator genes have an intrinsic disadvantage ($s$; because of the higher rate of generating deleterious mutations) both in the ancestral state and when carrying the beneficial mutation. Thus evolved mutators have the growth advantage $b - s$ over unevolved nonmutators. With probability $0.002$ per generation, the environment changes; each time this occurs, the evolved lineages lose their fitness advantage (and mutators retain their fitness costs). We provide the details of the dynamics in the APPENDIX, in Details of the simulation.

In Figure 1, we follow the changes in the nonmutator and mutator populations during the course of a simulation in which the mutators eventually dominated the population. The parameter values used for this simulation are presented in Table 1 and are based on the estimates provided in Chao and Cox (1983). In this run, the first beneficial mutation occurred in the nonmutator subpopulation and, while that mutant began to rise in frequency, the mutator subpopulation declined slowly due to its intrinsic disadvantage. Before the first environmental change, a beneficial mutant appeared in the mutator population, so that by the time of the environment shift, the frequency of the mutator was boosted higher than its initial frequency. Consequently, the probability of a beneficial mutation occurring in the mutator subpopulation increased dramatically. Environmental changes continued to occur, and each time the mutators acquired a beneficial mutation, their absolute numbers as well as their frequency increased; with each increase in size there was a corresponding increase in the probability of acquiring another beneficial mutation. Eventually, the size of the mutator subpopulation increased to the point at which, because of the higher mutation rate, this subpopulation became more likely than the nonmutator subpopulation to acquire a beneficial mutation following an environmental change.

While the mutator population eventually dominated in the simulation depicted in Figure 1, success of the mutator gene occurred in only ~20% of the 1000 simulation runs performed with this parameter set and initial conditions. In 69% of the runs the subpopulation bearing the mutator gene declined to a frequency of $10^{-10}$ before the end of the simulation at generation 2500. The mutator persisted without dominating the population in the remaining 11% of runs. Of course, if the mutator-bearing subpopulation were initially larger, the frequency of successful outcomes would have been greater. Conversely, if the mutator subpopulation had been smaller, then even fewer runs would have ended with mutators present at high frequency.

Several features of the trajectory shown in Figure 1 are common to virtually all trajectories in which mutators reached high frequencies. First, the mutator need not be the first to generate the beneficial mutation. It just has to acquire that mutation before its frequency declines to the point where it is too rare to get the beneficial mutation at all. Second, the mutator subpopulation reaches high frequency not in a single selective sweep, but rather in a series of smaller steps, during the course of a number of changes in environmental states. Third, although the mutator can climb in frequency in steps, we note that it occasionally declines in frequency.

### ANALYTICAL MODEL

To gain a more detailed understanding of the dynamics of this process, we construct a simple analytical model that focuses on the dynamics observed during a single environmental cycle as simulated in the previous section. While this approach will not capture everything about the full process as it extends over a series of environmental changes, it will be helpful in characterizing the probability that a mutator phenotype ascends. Our notation is summarized in Table 2 and the process is diagrammed in Figure 2. As in the simulation, we assume the population is composed of nonmutator and mutator cells. The

### Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>$10^6$ or $10^{10}$ cells</td>
</tr>
<tr>
<td>$m_0$</td>
<td>$10^5$ cells</td>
</tr>
<tr>
<td>$\mu_n$</td>
<td>$5 \times 10^{-3}$ cell/generation</td>
</tr>
<tr>
<td>$\mu_m$</td>
<td>$4 \times 10^{-7}$ cell/generation</td>
</tr>
<tr>
<td>$b$</td>
<td>0.1 cell/generation</td>
</tr>
<tr>
<td>$s$</td>
<td>0.002 cell/generation</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>No. of nonmutator cells</td>
</tr>
<tr>
<td>$m(t)$</td>
<td>No. of mutator cells at time $t$</td>
</tr>
<tr>
<td>$N(t)$</td>
<td>No. of nonmutators with beneficial mutation at time $t$</td>
</tr>
<tr>
<td>$M(t)$</td>
<td>No. of mutators with beneficial mutation at time $t$</td>
</tr>
<tr>
<td>$m_0$</td>
<td>No. of mutator cells at the beginning of a time cycle</td>
</tr>
<tr>
<td>$\mu_n$</td>
<td>Mutation rate of nonmutators per cell division</td>
</tr>
<tr>
<td>$\mu_m$</td>
<td>Mutation rate of mutators per cell division</td>
</tr>
<tr>
<td>$g$</td>
<td>Strength of mutator ($\mu_m/\mu_n$)</td>
</tr>
<tr>
<td>$W$</td>
<td>Time until appearance of beneficial mutant from nonmutator subpopulation</td>
</tr>
<tr>
<td>$X$</td>
<td>Time until appearance of beneficial mutant from mutator subpopulation</td>
</tr>
<tr>
<td>$b$</td>
<td>Growth rate of cells with beneficial mutation</td>
</tr>
<tr>
<td>$s$</td>
<td>Cost of being a mutator</td>
</tr>
<tr>
<td>$t^*$</td>
<td>Time at the end of a cycle (at completion of selective sweep)</td>
</tr>
<tr>
<td>$T$</td>
<td>Average length of a cycle</td>
</tr>
<tr>
<td>$\lambda_n$</td>
<td>Rate of appearance of beneficial mutation in nonmutator</td>
</tr>
<tr>
<td>$\lambda_m$</td>
<td>Rate of appearance of beneficial mutation in mutator</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Time from appearance of an evolved mutator that breaks even until the end of cycle</td>
</tr>
<tr>
<td>$R$</td>
<td>Log gain made by mutator at the end of cycle</td>
</tr>
</tbody>
</table>
Figure 2.—Timing of events during a single selective sweep. A typical time cycle is shown, in which the evolved nonmutator has arisen before the evolved mutator. (A) The case where $n_{\text{mu}} f_n < 1$. (B) The case where $n_{\text{mu}} f_n > 1$. The dashed lines indicate the trajectories of mutators that would exactly recover their original density by the end of the time cycle. That is, these are mutator lineages that "break even." See text and Table 2 for descriptions of notation and time intervals.

Major differences between the simulation and this analytical model are that in the latter (i) time is continuous rather than discrete, (ii) the number of unevolved nonmutator cells $n$ is approximated as constant, and (iii) the numbers of evolved mutators and nonmutators ($M$ and $N$) increase exponentially.

We limit our analysis to the period of time beginning with the occurrence of an environmental shift and ending once a beneficial mutant from the nonmutator pool has exponentially increased in number (at rate $b$) until it reaches size $n$, at time $t^*$. We call this period a time cycle. The end of the time cycle here corresponds in the simulation model to the time at which the evolved nonmutator reaches an appreciable fraction (e.g., one-half) of the total population. Concomitantly, the unevolved nonmutators slowly decline in the simulation; therefore, as an approximation in this section, we let $n$ remain constant during the time cycle. In Definition of time cycle (Appendix) we justify this assumption by showing that the number of unevolved nonmutators stays large ($> n/2$) throughout the time cycle. Hence, there is no need to normalize the dynamics to keep the population size constant, and the selective advantages enjoyed by the evolved types are the fitnesses relative to the unevolved nonmutator.

Rate of appearance of successful mutants: Let $\lambda_n$ be the rate at which beneficial mutations destined to survive drift appear in the subpopulation of unevolved nonmutators. Similarly, $\lambda_m$ is the rate at which beneficial mutations surviving drift appear among unevolved mutators. On average,

$$\lambda_n = n \mu_n f_n$$  \hspace{1cm} (1)

and

$$\lambda_m = m \mu_m f_m$$  \hspace{1cm} (2)

where $f_n$ is the probability of fixation of each new evolved nonmutator at the time of its appearance, $f_m$ is the probability of fixation of each new evolved mutator, and $m$ is the effective population size of mutators during a time cycle of average length. We postpone discussing our choice of $m$ until after describing the dynamics of the various cell types.
We use the probability of fixation of a mutant as approximated by diffusion theory (Kimura 1983),
\[
\frac{1 - e^{-2sa}}{1 - e^{-2bN_e\alpha}},
\]
where \(\alpha\) is the fitness advantage of the mutant over the dominant strain in the population and \(N_e\) is the variance effective population size. Because the number of unevolved nonmutators \((n)\) is set to be large throughout the time cycle, \(\alpha = b\) in the case of evolved nonmutators, and \(\alpha = b - s\) for evolved mutators. For bacterial cells, which replicate by binary fission, the distribution of the number of offspring is 0 or 2 with equal probability, the variance in offspring number is 1 (case 1), the waiting time for a mutation that survives drift is approximated by diffusion theory (Kimura and Gerrish 2002), and \(N_e\) equals the very large total number of cells. Hence, as reasonable approximations we can write
\[
\begin{align*}
    f_n &= 1 - e^{-2s} \\
    f_m &= 1 - e^{-2(b-s)}.
\end{align*}
\]

**Dynamics:** Let \(W\) be the time at which the first evolved nonmutator that avoids immediate loss while rare appears in the population, and let \(X\) be the time at which the first evolved mutator avoiding loss appears. We model the appearance of the beneficial mutation in the nonmutator subpopulation in two different ways depending on the magnitude of the supply of successful beneficial mutations per generation. If \(\lambda_n = \mu_{\mu_0f_n} < 1\) (case 1), the waiting time for a mutation that survives drift is an exponentially distributed random variable. Alternatively, if \(\lambda_n = \mu_{\mu_0f_n} > 1\) (case 2), the nonmutator subpopulation immediately generates multiple \((\mu_{\mu_0f_n})\) beneficial mutations that avoid loss by drift. In this case, \(W = 0\). Evolved mutators that survive drift are assumed to proliferate at rate \(b - s\) until the time cycle ends.

**Case 1:** \(\mu_{\mu_0f_n} < 1\). We assume the waiting times until successful mutants arise are distributed as follows: \(W \sim \operatorname{Exp}(\lambda_n)\) and \(X \sim \operatorname{Exp}(\lambda_m)\). The dynamics are described by
\[
\begin{align*}
    m(t) &= m_0 e^{-\lambda_m t} \\
    N(t) &= \begin{cases} 
        e^{s(t-W)} & \text{if } W \leq t \\
        0 & \text{if } 0 \leq t < W
    \end{cases} \\
    M(t) &= \begin{cases} 
        e^{(b-s)(t-W)} & \text{if } X \leq t \\
        0 & \text{if } 0 \leq t < X.
    \end{cases}
\end{align*}
\]
We note that this system slightly underestimates the rate of increase of successful mutants because in the cases where the beneficial mutation rises faster than expected by chance due to drift, the allele is more likely to persist (Otto and Barton 1997).

**Case 2:** \(\mu_{\mu_0f_n} > 1\). Here, multiple beneficial mutations arise in the first generation and survive drift. In fact, there is an ongoing supply of successful beneficial mutants after the first generation. We can approximate the dynamics of \(N\) with the equation
\[
\frac{dN}{dt} = bN + \mu_{\mu_0f_n}.
\]
Using the initial condition \(N(0) = \mu_{\mu_0f_n}\), the solution to this differential equation is
\[
N(t) = \mu_{\mu_0f_n}(1 + 1/b) e^{b} - \mu_{\mu_0f_n}/b,
\]
which we use to replace Equation 6 in this case. The appearance and increase of evolved mutators is modeled in the same way as in case 1.

We stress that the frequencies of the evolved cells will not always change in exponential fashion. However, if the evolved mutator arises after this exponential period, this will inevitably lead to the dramatic loss of mutator numbers. In this case we can thus assume that \(M\) is zero at the end of the cycle. Alternatively, if the evolved mutator arises before the evolved nonmutator, the approximations may not be an adequate description of the subsequent dynamics, but this is not a concern because at that point, we already know what we wanted to find out—that the mutator has ascended.

We can now return to the effective population size of unevolved mutators \(m_0\), which we model by using the harmonic mean of \(m(t)\) [with \(m(t)\) as given by Equation 5] over the time cycle of average length \((T)\):
\[
m_e = \frac{m_0 T}{e^{1/2} - 1}.
\]
We use \(m_0\) instead of the initial number of mutators \(m_0\) because \(m(t)\) declines over time, along with the supply rate of beneficial mutations among mutator cells. It is a conservative assumption in that it does not favor mutators.

The average length of a time cycle is the average time it takes for the successful beneficial mutation to arise \([E(W) = 1/\lambda_n]\) plus the time it takes for that mutation to reach size \(n\). That is,
\[
T = \begin{cases} 
    \frac{1}{\mu_{\mu_0f_n}} + \frac{\ln(n)}{b} & \text{if } \mu_{\mu_0f_n} < 1 \\
    \frac{1}{b} [\ln(1 + \frac{b}{\mu_{\mu_0f_n}}) - \ln(1 + b)] & \text{if } \mu_{\mu_0f_n} > 1.
\end{cases}
\]

**Log change in number of mutators:** We now turn to the statistical properties of the gain made by the mutator subpopulation during the course of a given selective sweep. Define \(R = \ln(m(t^*)) - \ln(m_0)\); this is the change in frequency of the mutator over the course of a single time cycle, as measured on a logarithmic scale. If for a given cycle \(R > 0\), the mutator has increased in frequency. Using the waiting time distributions of \(W\) and \(X\), we can derive the probability density function of \(R\) (see the appendix: The distribution of \(R\)).

The expected log change in mutator number is
\[
E(R) = (b - s) [T - (1/\lambda_n + v)],
\]
where $T$ is the average length of the time cycle, as given above, and where $\bar{v}$ is the time from the appearance of the evolved mutator until the end of a cycle such that the mutator strain would exactly recover its original population size. From (7) and Figure 2 we can write $\bar{v} = \ln(m_0)/(b - s)$. The quantity $(1/\lambda_m + \bar{v})$ is the average time for an evolved mutator to appear plus the amount of time necessary for the mutator to break even. For the parameter values considered (Table 1), this quantity is $\gg T$ because on average the mutator generates the beneficial mutation much later than would be necessary for the mutator to break even. Hence, with $b - s > 0$ by assumption, $E(R)$ will almost always be negative. Should the average time for the evolved mutator to appear exactly equal the time required for an evolved mutator to break even, then we would have $E(R) = 0$. When mutators are rare, if we consider only the mean change in mutator population size, mutators face a dire fate. Figure 3 shows $E(R)$ for the parameter values in Table 1 as a function of the initial mutator subpopulation size $m_0$.

**Probabilities of increase and jackpot:** While the average change in frequency, $E(R)$, suggests a general failure of the mutator to establish itself, if we examine the probability of success, a different story emerges. To illustrate this, we consider two probabilities. Let $P_1 = \Pr(R > 0)$ be the probability that the mutator has increased in number after the selective sweep, and let $P_2 = \Pr(R > \gamma)$ be the probability that the mutator has increased to at least the “jackpot size” by the end of the selective sweep. We define the jackpot size, $\gamma$, as the population size of mutators such that each of the two subpopulations, mutator and nonmutator, has an equal chance of producing the next beneficial mutation. In other words, the jackpot size is $m$ such that $\lambda_m = \lambda_n$; so $J = (\eta_1 - 1)/(b - s)$ and $\eta_1 = \ln(\lambda_m/\lambda_n)$.

These two probabilities are easily computed from the cumulative density function (CDF) of $R$, given in The distribution of $R$ in the appendix. Generally,

$$\Pr(R > r) = 1 - \Pr(X > W) e^{-\lambda_m(\bar{v} + r)/(b - s)}, \quad (13)$$

where in case 1 ($n\mu_m f_m < 1$) $\Pr(X > W) = \lambda_m/\lambda_n$ and $\bar{w} = \ln(n)/b$, and in case 2 ($n\mu_m f_m > 1$) $\Pr(X > W) = 1$ and $\bar{w}$ is as given in the second part of Equation 11. Note that $\bar{w}$ is the duration of time from the appearance of the evolved nonmutator until the end of a time cycle.

We next explore how $P_1$ and $P_2$ are affected by key parameters. Figure 4 shows these two quantities as functions of the initial number of mutators $m_0$, the fitness advantage of the beneficial mutation $b$, and the mutator strength $g = \mu_m/\mu_n$. We used two different values for $n$, requiring the two alternative cases: when $n = 10^2$, $n\mu_m f_m < 1$ (Figure 4, left column), and when $n = 10^4$, $n\mu_m f_m > 1$ (Figure 4, right column). To check the analytical model against the simulation model, we ran the simulation multiple times over a single time cycle and kept track of the fraction of times the mutator succeeded. The simulation was run for many different parameter values as shown in the figure.

In natural populations, the frequency of mutators can be very low if selective sweeps in nonmutators periodically eliminate mutators. On the other hand, if mutation rates toward mutators are high, the mutator frequency can be quite high: as high as 2% at “mutation-indirect selection balance” (Johnson 2000). These considerations, along with uncertainties inherent in measuring these mutation rates, suggest that a broad range of mutator frequencies should be considered: we use frequencies of $\sim 10^{-6}$ to $\sim 10^{-2}$.

A comparison between Figure 3 and the top two graphs of Figure 4 shows that while the expected log gain of the mutator strain can be extremely low when its initial numbers are low, the probability of making a gain is non-negligible for exactly the same parameter values. Indeed, when $n = 10^2$, for a large proportion of the time the mutator increases, it also hits the jackpot. Although each particular mutator cell is overwhelmingly likely to be lost, the probability that at least one mutator cell in that subpopulation will succeed is substantial. We note the distinction between rarity in numbers and rarity in frequency. In our model, mutators are more likely to produce beneficial mutations when they are in large numbers, even when their frequency is low in a large total population. However, mutators also benefit from being relatively common because nonmutators are then less able to drive them out though selective sweeps.

Curiously, the success of mutators is not greatly affected by the fitness advantage $b$ conferred by the mutations that they facilitate (see middle two graphs of Figure 4). This relative insensitivity results from the balance of two countervailing factors. On the one hand a rare
mutator is better able to survive genetic drift when $b$ is high, i.e., when beneficial mutations have a large effect. On the other hand, the larger the effect of these beneficial mutations, the faster the evolved nonmutator is able to sweep through the population—and thus the shorter the time window during which the mutator has the opportunity to generate its own beneficial mutation.

In our model, the strength of the mutator $g = \mu_m/\mu_n$ has the effect of monotonically increasing mutator success. We note, however, that this effect is an artifact of the way our model is set up. In reality, increasing $g$ would also increase the deleterious effects of the mutator (i.e., $s$ would also increase), so that we would expect something like a bell-shaped function, as discussed by Orr (2000). An extension of this model should take this phenomenon into account by modeling the deleterious effects explicitly.

In this section we have analyzed only the dynamics that occur during the period where the beneficial mutation has yet to reach fixation in the population. By doing so, we have been able to estimate the probabilities that mutators make a net gain following an environmental shift. This allows us to explain the puzzles with which we started: how the mutators often manage to increase in frequency despite the dual challenges that they are not the first to acquire the beneficial mutation, and that in the expectation, they will undergo a large decline in frequency. We have not treated the dynamics that occur subsequent to fixation of the beneficial allele (on whatever combination of mutator or nonmutator background), as this phase of the dynamics is not central to explaining these puzzles. Nonetheless, the reader may note that if the cost of accelerated mutation rate $s$ is sufficiently small and the rate of environmental change is not too slow, genotype frequencies will not change appreciably once the beneficial mutation has swept through the population.
population on any combination of mutator and nonmutator background. In this case, the dynamics simulated in simulation model will be closely approximated by the dynamics treated here, followed by a period of no change in genotype frequencies that extends until the next environmental shift.

**DISCUSSION**

**Mutators can succeed:** We have demonstrated that in continually changing environments where the adaptation to any given environmental state is independent of the adaptation to other states, mutator genes can climb to prominence by associated selection (i.e., by hitchhiking) with the linked beneficial mutations they generate. We have shown that even when mutators are extremely rare, there is a substantial probability that they will increase in frequency. We see this nonequilibrium analysis as a reminder that the average behavior of a process is sometimes an inadequate descriptor of the system as a whole. Although mutators are often lost in our model, in reality there would be recurrent mutation to the mutator state, and even if they are occasionally lost, organisms carrying a mutator gene would eventually dominate. “Eventually,” however, could be a very long time so that we should be unsurprised to sometimes observe low mutator frequencies even in systems that do conform to the assumptions of our model.

While our model answers the questions we raised, we recognize its limitations. First, we have not considered a number of phenomena that would also influence the dynamics of this process. Most prominent of these are multiple mutations in a given environment (Taddei et al. 1997; Tenaillon et al. 1999), clonal interference (Gerrish and Lenski 1998), and genetic exchange (Johnson 1999b; Tenaillon et al. 2000). We discuss some of these issues in more detail below. We expect that our qualitative conclusions about the role of timing of mutations in the success of mutator genes will hold with more general variants of this model.

Second, it is not clear how commonly environmental changes and fitness relationships of the type considered in this model occur in natural populations of bacteria. How often does a mutation augment fitness in one environment while remaining selectively neutral or deleterious in another? Whatever the natural prevalence of such scenarios, we suggest that the all-too-common human intervention of antibiotic treatment and prophylaxis approximates the scenario that we have modeled. The necessary conditions are as follows: (1) the intensity of antibiotic-mediated selection is less than absolute (resistant bacteria have an advantage but sensitive bacteria can also grow); (2) resistance can arise by single mutations; (3) different antibiotics are used sequentially; and (4) resistance to one drug is independent of resistance to other drugs in the sequence. Other environmental conditions may meet these criteria as well. How robust our results are to deviations from the scenario considered in this particular incarnation of the model is a question that can and should be addressed theoretically. As we consider later, the properties of this model lead to predictions that can be tested empirically.

Third, while we have modeled environmental changes, we have not explored the effect of the rate of these changes. Classical theory (Kimura 1967; Levins 1967) has suggested that in the long run this rate should affect the success of mutators. When the rate is too low, the opportunities for creating innovations vanish, and low mutation rates are favored. When the rate of environmental fluctuation is too high, rare mutators will never have the chance to increase in frequency. According to these models, increased mutation rates are favored when the rate of fluctuation is appropriately matched to the dynamics of fixation. In our model, the times between environmental shifts are long enough to allow roughly one fixation event. The consequences of this assumption should be examined further in a more general model. For further discussion, see Travis and Travis (2002). Again, we do not know to what extent these conditions occur in nature.

**Comparisons with other models:** In this study we have focused on how mutator genes rise in frequency when they are initially rare. An alternative explanation for this has been provided by Taddei et al. (1997) and Tenaillon et al. (1999). In their model, mutators ascend in frequency because they increase the probability of producing adaptive characters that require multiple mutations. The way this process works can be seen with a simple thought experiment in which two mutations are acquired in rapid succession. Suppose that, in a population of $10^{10}$ bacteria, the frequency of mutators is $10^{-5}$ and the more fit phenotype requires two independent mutations, each occurring at rate $10^{-8}$ in the nonmutator subpopulation and $10^{-8}$ in the mutator subpopulation. Assuming that neither mutation is present in the initial population (an assumption that may be unlikely, depending on the nature of the mutation in question), we see that—despite the $10^{5}$ fold difference in their population sizes—the mutator subpopulation will generate two adaptive mutations at $\sim 10$ times the rate of the nonmutator subpopulation: $(10^5 \times 10^{-3} \times 10^{-5}) / (10^{10} \times 10^{-8} \times 10^{-8}) = 10$. Here, we emphasize that mutators are able to succeed even in cases where only a single genetic change is required for the adaptive phenotype. The mutator subpopulation does not have to be the first to acquire the adaptive phenotype, so long as it acquires this phenotype substantially sooner than the nonmutator subpopulation relative to its initial population size.

Although their study was experimental rather than theoretical, Mao et al. (1997) also present an alternative model for the ascent of mutator genes when they are initially rare. How that model works can also be seen with a numerical thought experiment. Assume complete
selection for resistance to an antibiotic (no sensitive cells survive) and mutation rates of $10^{-9}$ and $10^{-3}$ for nonmutators and mutators, respectively. If a population of $10^{10}$ cells are plated on agar containing an antibiotic, there would be $\sim 100$ resistant nonmutator colonies ($10^9 \times 10^{-8}$) and 1 mutator colony ($10^5 \times 10^{-3}$). Thus, in one passage, if all colonies were of the same size, the frequency of mutator cells would have gone from $10^{-3}$ to $10^{-2}$. In a second passage with another antibiotic with the same total population size and mutation rates for resistance, the community would be dominated by bacteria carrying mutator genes. That is, there would once again be $\sim 100$ colonies of resistant nonmutators ($10^9 \times 10^{-8}$) and 1000 ($10^8 \times 10^{-3}$) colonies of resistant mutators. The model considered here is similar (and was in fact inspired by their experiments) except that in the present model, selection for resistance is not absolute.

In their study of bacterial population genetics, Gerrish and Lenski (1998) examined, among other things, the substitution rate of beneficial mutations in an asexual population. Their model takes into account multiple beneficial mutants that compete with each other and hinder the fixation process—an effect they call clonal interference. Of particular relevance to this investigation is their finding that while the substitution rate increases with mutation rate, this increase slows down due to clonal interference. As a result, mutation rates are not expected to increase indefinitely. A law of diminishing returns holds. The Gerrish and Lenski analysis also considers a distribution of values for the selective advantage of mutants, which we do not address here.

**Frequency-dependence and dependence on initial conditions:** Our theoretical model is very similar to the experimental models of Chao and Cox (1983) and Chao et al. (1983), which consider single adaptive changes. In both systems, the success of mutators depends on the initial frequency of mutators in the population. Moreover, in the data of Chao et al. there appears to be a threshold frequency (sometimes called the Edge of Chao's), above which fixation of mutators will take place, and below which mutators will be lost. This phenomenon should not be confused with frequency-dependent selection in the classical sense, as defined, for example, by Lewontin (1958) or Levin (1988). Under disruptive frequency-dependent selection, a frequency exists below which fixation is impossible, and above which fixation is certain.

In the case of mutator dynamics, no systematic force produces a threshold of this kind. The apparent threshold observed in the earlier empirical studies can be explained by models such as ours, in which the probability of mutator success as a function of the *logarithm* of initial mutator frequency is sigmoidal. When considering a very wide range of initial frequencies the transition between failure and success may seem sharp when in fact it is not. Another way of putting it is that if we consider the probability of increase *per cell*, then this probability does not change much over frequency. In fact, it will decrease slightly with increasing mutator frequency, because increasing the mutator frequency also increases the number of able competitors.

**Predictions:** At this juncture we cannot say very much about the generality of this model for the evolution of mutator genes or the prevalence of the necessary conditions in natural populations of bacteria. We can say, however, that this model has the considerable virtue of making specific predictions that can be tested empirically. One way to test the quantitative as well as the qualitative predictions derived from the analysis of this model is with experimental populations of bacteria containing predetermined numbers of mutator and nonmutator cells already well adapted to chemostat or serial transfer culture. Using antibiotics or other bacteriocidal or bacteriostatic chemicals at concentrations below the minimum inhibitory concentrations for a population of mutators and nonmutators, the sensitive bacterial population would be able to grow, and selection would favor resistant mutants. By manipulating the concentration of the antibiotics, the intensity of this selection could be varied. By transferring washed cells into fresh medium with different antibiotics or other chemicals that are detrimental to bacteria, it would be possible to mimic the conditions specified in the model for the ascent of mutator genes. With independent estimates of the mutation rates to resistance to the chemicals and the intensity of selection, one should be able to use the model to predict (1) the probability that the mutator will ascend and (2) the dynamics of its ascent. We could follow the latter using mutator strains with selectable markers.

Another prediction of this model (and other similar models) could be evaluated retrospectively as well as experimentally. If antibiotic-mediated selection of the sort considered in this model is the reason for the ascent of the mutator strain, then there should be a positive association between antibiotic resistance and mutation rates. In fact, the mutator strain is more likely than the nonmutator strain to be multiply resistant. The findings of Oliver et al. (2000) with regard to *Pseudomonas aeruginosa* in cystic fibrosis patients are suggestive of this effect. Other models (Taddei et al. 1997; Tenaillon et al. 1999) are also consistent with this observation.

**Why mutation rates are low:** It is possible that a broad array of environmental conditions favoring the evolution of higher mutation rates exists in nature. And, as seen above, it is relatively easy to produce models to account for the evolution of genes that increase the overall mutation rate. The next question that must be addressed is why mutation rates in bacterial populations are as low as empirical studies have found them to be. We see four general hypotheses for the relative rarity of mutator genes in natural populations of bacteria:

1. While their form may vary, almost all of the models for the evolution of increased mutation rates require
continuous adaptation to novel or varying environmental conditions. It may well be that the natural habitats that bacteria face are relatively stable. Novel conditions and the environmental changes may be relatively rare. Defective mismatch repair and other mutator genes do not ascend because of their intrinsic disadvantage.

2. As a consequence of intense bottlenecks, bacteria with high rates of mutation randomly fix deleterious alleles and decline in frequency. For clever experimental demonstrations of this effect in bacteria, see Funkchain et al. (2000) and Andersson and Hughes (1996).

3. For selection to favor mutator genes, it is essential that the mutator and the beneficial mutations it generates maintain their linkage relationship. Consequently, if recombination occurs frequently enough, it would break down these essential linkage relationships and the frequency of the mutator gene will wane (Leigh 1970; Tenaillon et al. 2000).

4. Bacteria switch from habitat to habitat. While populations of bacteria carrying mutator genes may adapt more rapidly to a particular habitat than populations with lower rates of mutation, that evolution may force these mutator populations into a rapid overspecialization in one habitat and a corresponding disadvantage in another (Giraud et al. 2001).
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APPENDIX

Details of the simulation: The population sizes of the four types at time \( t \) are as follows: \( n(t) \) and \( m(t) \) are the numbers of unevolved nonmutators and unevolved mutants, respectively, while \( N(t) \) and \( M(t) \) are the numbers of evolved nonmutators and evolved mutants, respectively. Let the total population size be constant. Cells do not mutate from the nonmutator to the mutator phenotype, or vice versa.

At each time step (generation), a beneficial mutation may arise in each subpopulation. We calculate the probabilities of these events as follows. In the case of the nonmutators, the per-cell mutation rate per generation is \( \mu_n \), so the number of mutations approximates a Poisson distribution with parameter \( \mu_n n(t) \). Similarly, the number of mutations that occurs in the mutator population is approximately Poisson with parameter \( \mu_m m(t) \). Selection is included as indicated in the main text. Beneficial mutants that newly arise are subject to loss by genetic drift. In each generation, the number of evolved mutants that pass to the next generation is sampled using a Poisson distribution with parameter \((1 + b - s) M(t)\). Similarly, the number of evolved nonmutators that form the next generation is found by a Poisson distribution with parameter \((1 + b) N(t)\).

The equations describing the simulation are therefore
\[
\begin{align*}
Kn(t + 1) & = n(t) - V_n(t) \\
KN(t + 1) & = N^*(t) + V_n(t) \\
KM(t + 1) & = (1 - s) M(t) - V_m(t) \\
KM(t + 1) & = M^*(t) + V_m(t),
\end{align*}
\]
where \( N^*(t) \sim \text{Poisson}[1 + b \times N(t)] \)
\( M^*(t) \sim \text{Poisson}[(1 + b - s) \times M(t)] \)
\( V_n(t) \sim \text{Poisson}[\mu_n n(t)] \)
\( V_m(t) \sim \text{Poisson}[\mu_m m(t)] \),
and where \( K \) is the normalizer given by the sum of the right-hand sides of Equations A1 divided by the total population size \( (n(t) + N(t) + m(t) + M(t)) \), which we held constant over time. If \( N(t) \) or \( M(t) \) exceed the preset value of 100, then we allow them to continue growing without drift. That is, the equations for the evolved lineages become the deterministic expressions: \( N(t + 1) = ((1 + b) N(t) + V_n(t))/K \) and \( M(t + 1) = ((1 + b - s) M(t) + V_m(t))/K \). We note that the equations above are approximate, since as \( N(t) \) approaches the \( n(t) \), the fitness of \( M(t) \) must shift to be relative to evolved nonmutators rather than to unevolved nonmutators.

When the environment changes, \( n(t) \) in the new environment is assigned the value \( n(t) + N(t) \) from the previous environment, and similarly, \( m(t) \) is changed to \( m(t) + M(t) \) evaluated before the change. \( N(t) \) and \( M(t) \) are then reset to zero. The initial conditions, as given in the main text, are \( N(0) = M(0) = 0, m(0) = m_0 \), and \( n(0) = 10^{10} - m_0 \).

Definition of time cycle: The time cycle used in the analytical model is defined as the period following an environmental shift, during which a beneficial mutation appears in the nonmutator subpopulation and proliferates until it reaches size \( n \). We narrow our focus on cases in which environmental cycles appear after this event. For this analysis to be interpreted in the long run, we also assume that the next environmental shift occurs soon enough after the end of the time cycle so that the gain made by mutants is not substantially deteriorated through their cost \( s \).

The length of the time cycle \( t^* \) is the time it takes for a beneficial mutant destined to survive drift to appear in the nonmutator subpopulation \( (W) \) plus the time it takes for that mutant cell to sweep through the population \( 1/\hat{w} \). For the purposes of comparing the simulation and the analytical models, let the (varying) number of unevolved nonmutator cells in the simulation be denoted by \( \hat{n}(t) \), and we continue to denote the constant number of cells in the analytical model by \( n \). Similarly, let the number of evolved nonmutators in the simulation model be \( \hat{N}(t) \). Under the assumption that mutants \((m + M)\) remain relatively rare during the time cycle, the dynamics of \( \hat{n}(t) \) and \( \hat{N}(t) \) are similar to a di-allelic haploid selection model whose dynamics are approximately logistic (Crow and Kumura 1970, p. 192), leaving aside genetic drift. Thus, with \( n \) as the carrying capacity we can write
\[
\hat{N}(t) = \frac{n}{1 + (n - N_0)/N_0} e^{n(1-W)/W} \quad \text{for } t > W, \quad (A2)
\]
where \( N_0 \) is the initial number of evolved mutators.

Case 1: \( \mu_n f_b < 1 \). If the mutant were to grow exponentially (Equation 6), then the time taken for \( N(t) \) to
reach \( n \) from \( N_0 = 1 \) is \( \bar{w} = \ln(n)/b \). Substituting this quantity for time in (A2) gives \( \dot{N}(t^*) = n^2/(2n-1) \approx n/2 \). That is, the end of the time cycle in the analytical model roughly corresponds in the simulation model to the time at which the unevolved nonmutators (\( \dot{n} = n - \bar{N} \)) decline to \( n/2 \). Because the dynamics are approximately logistic, \( \dot{n}(t) \) spends most of the time period close to \( n \).

Case 2: \((n_{mf} b > 1)\). To compare Equation 9 with \( \dot{N}(t) \), we need to choose \( N_0 \) such that the two functions are comparable in the long term (as \( t^* \) is approached). We therefore use \( N(t) = n_{mf} b (1 + 1/b) e^{n_{mf} b} \) instead of (9) and set \( N_0 = n_{mf} b (1 + 1/b) \). The time cycle in this case has the deterministic length given by the second part of Equation 11. Substituting this time period in (A2) simplifies to

\[
\dot{N}(t^*) = \frac{n}{1 + (1 - N_0/n)(b/(n_{mf} b + b))}.
\]

Since \( n_{mf} b \ll b/(1 + b) \), \( \dot{N}(t^*) \approx n/2 \). Again, we conclude that during the time cycle, \( \dot{n}(t) \) slowly declines from \( n \) to \( n/2 \).

The distribution of \( R \): We first present the model for the waiting time until the evolved mutator appears. To find the probability density function (PDF) of \( U = X - W \) we perform the following convolution:

\[
f_U(u) = \int_{-\infty}^{\infty} f_X(x) f_W(x - u) \, dx \text{ if } u \geq 0
\]

\[
f_U(u) = \int_{0}^{\infty} f_X(x) f_W(x - u) \, dx \text{ if } u < 0. \tag{A3}
\]

The integration limits are given by the constraint that the variables \( W \) and \( X \) must both be greater than zero.

We therefore obtain

\[
f_U(u) = \begin{cases} 
  f_{a1}(u) = \frac{\lambda_m \lambda_n}{\lambda_m + \lambda_n} e^{-\lambda_n u} & \text{if } u \geq 0 \\
  f_{a2}(u) = \frac{\lambda_m \lambda_n}{\lambda_m + \lambda_n} e^{\lambda_m u} & \text{if } u < 0.
\end{cases} \tag{A4}
\]

From Equation 7,

\[
\ln(M(t^*)) = (b - s)(t^* - X) = (b - s)(t^* - W - U). \tag{A5}
\]

The term \( t^* - W = \bar{w} \) is the time taken for a successful beneficial mutation in nonmutators to reach size \( n \), which equals the constant \( \ln(n)/b \) (from Equation 6). Thus

\[
R = -(b - s) U + \frac{b - s}{b} \ln(n) - \ln(m_b), \tag{A6}
\]

or

\[
U = \frac{R - k_2}{k_1}, \tag{A7}
\]

where

\[
k_1 = -(b - s) < 0, \text{ by assumption}, \tag{A8}
\]

and

\[
k_2 = \frac{b - s}{b} \ln(n) - \ln(m_b). \tag{A9}
\]

We now transform the distribution of \( U \) using (A6) to produce the PDF of the log gain made by the mutator in a given time cycle \( (R) \):

\[
f_R(r) = \begin{cases} 
  f_{a1}(r) = \frac{\lambda_m \lambda_n}{(-k_1)(\lambda_m + \lambda_n)} e^{-\lambda_n (r - k_1)/k_1} & \text{if } r \leq k_2 \\
  f_{a2}(r) = \frac{\lambda_m \lambda_n}{(-k_1)(\lambda_m + \lambda_n)} e^{\lambda_m (r - k_1)/k_1} & \text{if } r > k_2.
\end{cases} \tag{A10}
\]

The cumulative density function (CDF) of \( R \) is given by

\[
F_R(r) = \begin{cases} 
  \int_{-\infty}^{r} f_R(y) \, dy & \text{if } r \leq k_2 \\
  \int_{-\infty}^{r} f_R(y) \, dy + \int_{k_2}^{r} f_{a2}(y) \, dy & \text{if } r > k_2.
\end{cases}
\]

\[
= \frac{\lambda_m}{\lambda_m + \lambda_n} e^{-\lambda_n \bar{w} - \ln(m_b)} - \frac{r}{b - s} \tag{A11}
\]

Because we are generally interested in rare mutators (small \( m_b \)), we focus on the first case of this equation \( (r \leq k_2) \). Equation 13 is based on this first case.

The case where \( n_{mf} b > 1 \) follows the same reasoning but is simpler to derive because \( W = 0 \). In this case, the length of the time cycle is deterministic and also equal to the duration of the selective sweep: \( t^* = T = \bar{w} = [\ln(1 + (b/n_{mf} b)) - \ln(1 + b)]/b \). We next transform the waiting time until the evolved mutator appears to produce the PDF of the log gain:

\[
f_R(r) = \frac{\lambda_m}{(b - s)} \exp\left[ -\lambda_m (\bar{w} - \ln(m_b)) - \frac{r}{b - s} \right]. \tag{A12}
\]

We can again find the CDF and thus write

\[
\Pr(R > r) = 1 - e^{-\lambda_n \bar{w} - \ln(m_b)}. \tag{A13}
\]