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ABSTRACT

We studied the effect of multilocus balancing selection on neutral nucleotide variability at linked sites by simulating a model where diallelic polymorphisms are maintained at an arbitrary number of selected loci by means of symmetric overdominance. Different combinations of alleles define different genetic backgrounds that subdivide the population and strongly affect variability. Several multilocus fitness regimes with different degrees of epistasis and gametic disequilibrium are allowed. Analytical results based on a multilocus extension of the structured coalescent predict that the expected linked neutral diversity increases exponentially with the number of selected loci and can become extremely large. Our simulation results show that although variability increases with the number of genetic backgrounds that are maintained in the population, it is reduced by random fluctuations in the frequencies of those backgrounds and does not reach high levels even in very large populations. We also show that previous results on balancing selection in single-locus systems do not extend to the multilocus scenario in a straightforward way. Different patterns of linkage disequilibrium and of the frequency spectrum of neutral mutations are expected under different degrees of epistasis. Interestingly, the power to detect balancing selection using deviations from a neutral distribution of allele frequencies seems to be diminished under the fitness regime that leads to the largest increase of variability over the neutral case. This and other results are discussed in the light of data from the Mhc.

MORE than 50 complete genomes are currently accessible on public databases. Within the next few years, this quantity is expected to increase by at least an order of magnitude (Bernal et al. 2001). Such an awesome increase in the availability of multilocus data has stimulated a growing interest in complex genetic systems and in their effects on neutral DNA variability. This question has been successfully addressed for simple single-locus systems by means of the structured coalescent, a method that traces back in time genealogies of sets of neutral genes that can be associated with different selected alleles (Hudson 1990; Nordborg 1997, 2001). Some results for multilocus systems have been obtained either by the use of approximations to the exact structured coalescent, as for purifying selection (Charlesworth et al. 1993; Charlesworth 1994; Hudson and Kaplan 1994, 1995), or, less frequently, by extensions of the structured coalescent (Kelly and Wade 2000; Barton and Navarro 2002) that have been applied to the simpler case of balancing selection.

Both single-locus and multilocus results rely on the similarity between a genetically subdivided population and a spatially subdivided one. In the same way that natural populations can be spatially structured into local demes, they can also be genetically structured into diverse “genetic backgrounds.” Genetic backgrounds are defined as combinations of variants from different selected sites in a chromosome. Thus, they can be thought of as, for example, haplotypes, defined by different combinations of selected alleles from different genes, or as alleles, defined by combinations of variants from different selected sites in a gene. The genetic structure produced by selected backgrounds influences diversity at neutral loci in an analogous way to spatial structure. Just as with fluctuating deme sizes (Whitlock and Barton 1997) diversity at linked neutral loci is reduced if background frequencies fluctuate more than expected by drift either because selection eliminates deleterious variants (Charlesworth et al. 1993; Charlesworth 1994; Hudson and Kaplan 1994, 1995) or because it forces the fixation of advantageous alleles (Kaplan et al. 1989; Aquadro and Begun 1993; Aquadro et al. 1994). In contrast, if some sort of balancing selection maintains genetic backgrounds at stable frequencies, then neutral diversity is enhanced (Strobeck 1983; Hudson and Kaplan 1988; Kaplan et al. 1988; Hey 1991; Stephan et al. 1992; Nordborg 1997), just as happens with stable geographical subdivision (Nagylaki 1982). The analogy is maintained in the case of fluctuating selection, because neutral variability can be either enhanced or reduced, depending on the timescale of the fluctuations relative to coalescence times (Sved 1983; Whitlock and Barton 1997; Barton 2000). Barton and Navarro (2002) used this analogy to set up a general analytical method that extends the coalescent to systems with an arbitrary number of se-
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lected loci. They followed the approach of Maruyama (1972, extended by Nagylaki 1982) for a spatially structured population and adapted it to genetical structure. Then, they applied their method to the case of multilocus balancing selection. They focused on a model where diallelic polymorphisms are maintained at equilibrium by strong overdominant selection. Their analytical results provide accurate predictions for systems formed by a small number of selected loci, but as the number of loci increases, an extremely large hitchhiking effect is predicted, with the probability of identity between two randomly chosen alleles dropping almost to zero (see Figure 2 in Barton and Navarro 2002). To study this behavior, they carried out a preliminary simulation analysis and concluded that frequency fluctuations of each of the possible genetic backgrounds must be accounted for. They discussed several ways to do this and concluded that forward simulations are probably the most straightforward method. Here, we investigate when and why the analytical predictions of the extended multilocus coalescent become inaccurate, aiming to clarify the extent to which the method developed by Barton and Navarro (2002) can be used in the case of balancing selection.

The main purpose of this work is to study the levels and patterns of neutral variability to be expected under different multilocus balancing selection regimes. Because epistasis is a key component of any multilocus system, we hope to suggest ways in which the study of neutral variability may allow us to distinguish between different kinds of interactions among selected loci. To do this, we have simulated the effects on linked neutral variability of balancing selection acting on a set of diallelic loci. Simulation results are compared with predictions obtained by the method proposed by Barton and Navarro (2002). For the sake of simplicity we consider the case of symmetrical overdominance at each locus. Fitnesses across loci are allowed to combine additively, multiplicatively, or with different degrees of epistasis. The method of Barton and Navarro (2002) is general and can be used to study nonsymmetrical cases and other forms of balancing selection, such as, for example, frequency-dependent selection. However, we study the simpler case of symmetric overdominance because we aim to focus on qualitative results that will not depend on the exact nature of selection or on the details of the model. An exploration of the parameter space allows us to find out which general patterns of neutral variability are to be expected under multilocus balancing selection.

METHODS OF COMPUTER SIMULATION

We simulate a Wright-Fisher diploid population of size $N$ whose life cycle consists of drift, selection, and recombination. In every run, we consider chromosomes formed by a number of selected loci, each segregating for two alleles, and a neutral locus lying among them. Genetic backgrounds are defined by combinations of alleles at different loci, so $n$ loci produce $2^n$ potential backgrounds. Selected loci are assumed to be spaced at equal intervals along the genetic map, the recombination rate between any two adjacent selected loci being $r$ (Figure 1). The neutral locus can be in any position, either at an extreme (Figure 1a) or within the set of selected loci (Figure 1b). It recombines with the selected loci, but there is no intragenic recombination. Mutations are generated at the neutral locus with rate $\mu$ immediately after recombination and according to the infinite sites model; i.e., each mutation occurs at a new site. Also, it is important to stress that, all along this work, we use terms such as “locus” and “alleles” for the sake of simplicity. A genetic background is an abstract entity and can also be defined by combinations of variants within a gene, a single exon, or even a noncoding sequence.

The coalescent approach proposed by Barton and Navarro (2002) considers a polymorphic equilibrium where all the possible $2^n$ backgrounds are present at constant frequencies and where there is no linkage disequilibrium among selected loci (hereafter, we use $D$, described by Lewontin and Kojima 1960, as a measure of linkage disequilibrium). Such an equilibrium can be reproduced under the $n$-locus symmetric viability model with negative epistasis (Karlin and Avni 1981; Christiansen 1987, 1988, 2000; Barton and Shpak 2000). In natural populations, however, different fitness schemes will allow for different polymorphic equilibria with different background frequencies. In fact, multilocus selec-
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Figure 2.—(a) The fitness function as in Equation 1. To make values comparable, we divide by 1 + \( \alpha \). Solid lines, \( \alpha = 1 \); dashed lines, \( \alpha = 10 \). Straight lines, additive fitness \( (k = 1) \); concave lines, positive epistasis \( (k > 1) \); convex lines, negative epistasis \( (k < 1) \). (b) Two hypothetical fitness schemes and their associated degrees of linkage disequilibrium. Negative epistasis \( (k < 1) \) favors low variance in heterozygosity (dotted line) and, thus, low linkage disequilibrium. Positive epistasis \( (k > 1) \) favors high variance in heterozygosity (dashed line) and, thus, high linkage disequilibrium.

There is additive selection on heterozygosity. Selection works at equal frequencies, but in many cases, this equilibrium is unstable for small \( r \) (cf. Christiansen 2000). For example, when overdominant selection is operating and fitnesses are multiplicative across loci, as in Equation 2 below, selection favors linkage disequilibrium. If there is no recombination, \( D \) is maximum and the equilibrium population is formed by a pair of complementary genotypes (Lewontin and Kojima 1960; Franklin and Lewontin 1970). In this case, subdivision is simple, with only two subpopulations present. With some recombination, all possible genotypes are produced, but two predominate. Only above a threshold recombination rate does linkage equilibrium become stable (Karlin and Liberman 1979) so that all the possible backgrounds are found at even frequencies. Other multilocus fitness schemes, such as negative epistasis, allow for greater population subdivision, because they favor gametic equilibrium \( (D = 0) \) and, thus, the presence of a larger number of backgrounds in the population.

To investigate these scenarios, we used two different fitness functions in our simulations. First, possible interactions among loci were studied in a series of runs where fitnesses were computed according to the \( n \)-locus symmetric viability model. For simplicity, we assumed that all loci contribute equally to fitness and that selection acts only on the proportion of heterozygous loci of an individual. The fitness of an individual is given by

\[
w(\alpha, h, k) = 1 + \alpha h^k,
\]

where \( h \) is the proportion of heterozygous loci in a given individual \( (0 \leq h \leq 1) \) and \( \alpha \) is the strength of selection. Epistasis enters the function by means of \( k \), a parameter that allows for different selective regimes. Figure 2 shows three different selection schemes and two different selection strengths. If \( k = 1 \) (Figure 2a, straight lines), there is additive selection on heterozygosity. Selection acts on each locus individually and tends to maximize average heterozygosity. Linkage disequilibrium becomes important with epistasis, because the average fitness of the population will then depend on its variance in heterozygosity (Christiansen 1987, 1988). If \( k > 1 \) (Figure 2, concave lines), there is positive epistasis on heterozygosity, so selection favors increased variance in heterozygosity and, hence, \( D \neq 0 \). In other words, selection favors maximum linkage disequilibrium, either positive or negative, because in that case, the population tends to be formed by individuals that are either completely heterozygous or completely homozygous. With \( k < 1 \) (Figure 2, convex lines), there is negative epistasis, so selection favors decreased variance in heterozygosity and \( D = 0 \) (Christiansen 1988). Linkage disequilibrium would produce individuals with low heterozygosity, which would be eliminated by selection due to their extremely low relative fitness (see convex lines in Figure 2).

Also, to study the case of independent selective effects of each locus, we ran a series of simulations in which fitnesses were multiplicative across loci (with heterozygotes having a fitness of 1 and homozygotes of \( 1 - s \)). The fitness of an individual was given by

\[
w(s, h) = (1 - s)^{(1-h)},
\]

where \( h \) is again the proportion of heterozygous loci and \( s \) is the total number of loci. A multiplicative fitness scheme favors \( D \neq 0 \) (Lewontin and Kojima 1960; Franklin and Lewontin 1970). For very weak selection \( (s \to 0) \) it converges to additive selection on heterozygosity.

For every set of parameters, an initial population was
randomly generated assuming equal allele frequencies and \( D = 0 \). The population was run to drift-selection equilibrium and then several diversity measures were taken for the neutral locus. The probability of identity between two randomly chosen alleles, \( f \), was computed for the whole population. Barton and Navarro (2002) used this homozygosity measure in their coalescent approach (their Equations 30 and 33) and thus it allows for straightforward comparisons between analytical and simulation results. Also, for every simulation run two more measures of genetic variability were obtained from samples of randomly chosen alleles: the mean number of nucleotide differences between pairs of sequences, \( d \), and the number of segregating sites, \( S \). Under a neutral model, the expectation of these two quantities is

\[
d = \theta \sum_{i=1}^{n-1} \frac{1}{i} \tag{3}
\]

\[
S = \theta \sum_{i=1}^{n-1} \frac{1}{i} \tag{4}
\]

(Ewens 1979), where \( \theta = 4N\mu \) is the neutral evolution parameter and \( n \) is the sample size. The mean number of nucleotide differences is proportional to the pairwise coalescence time and identities can be used as the moment-generating function of coalescence times (Hudson 1990). Thus, we can also compare simulated values of \( d \) with corresponding analytical predictions based on the method of Barton and Navarro (2002).

Single-locus balancing selection has been shown to increase the number of heterozygotes, that is, to decrease \( f \) (Strobeck 1983; Hudson and Kaplan 1988; Kaplan et al. 1988; Hey 1991; Stephan et al. 1992; Nordborg 1997; Satta et al. 1998; Barton and Navarro 2002). This increase will affect \( d \) more than \( S \), since \( d \) is weighted toward variants at intermediate frequencies. Such deviations in the frequency spectrum can be measured by means of the Tajima’s \( D \) statistic (Tajima 1989; Fu 1997; henceforth Tajima’s \( D \) is referred to as TD to avoid confusion with linkage disequilibrium) as

\[
\text{TD} = \frac{d - \theta S}{\sqrt{\text{Var}(d - \theta S)}}, \tag{5}
\]

where

\[
\theta = \sum_{i=1}^{n-1} \frac{S}{1/i} \tag{6}
\]

Positive values of Tajima’s \( D \) reflect a deficiency of homozygotes and are usually associated with stable population subdivision, either spatial or genetical (Tajima 1989; Fu 1997).

Every variability measure value plotted in the figures is the average of 10 runs. The program was tested by using it to compute some well-known population genetics quantities, such as expected times for the fixation or loss of a neutral or a selected allele or patterns of decay of gametic disequilibrium. The results obtained agreed with the literature.

**RESULTS**

**Identities:** The coalescent approach developed by Barton and Navarro (2002) relies on two related assumptions: that every background is abundant and that its frequency is both known and constant. As discussed in Barton and Navarro (2002), these assumptions will be valid for strong and constant selection, but unreliable predictions are made when many selected loci are considered. To find out why and under which parameter values the theory breaks down, and to explore a wider parameter space, we simulated a multilocus system as described in Methods of Computer Simulation and we compared our simulation results with the analytical predictions of Barton and Navarro (2002).

Figures 3 and 4 show the way in which the probability of identity changes at a neutral locus located at the extreme of a set of selected loci, as the number of selected loci increases, for different selective regimes and population sizes. Analytical predictions obtained from Equations 30 and 33 in Barton and Navarro (2002) are also shown. For multilocus systems where \( k < 1 \) (negative epistasis), the coalescent-based predictions hold quite well when compared with the simulations (Figure 3, a and b). In this case, negative epistasis favors low variance in heterozygosity and therefore selection makes the system tend to \( D = 0 \). In other words, when the number of selected loci is small, the simulations meet the analytical assumptions because selection causes all the possible backgrounds to be present at even and constant frequencies; the population is as subdivided as the theory assumes. As expected, the analytical and simulation results start to diverge when the number of loci in the system becomes too large. The smaller the population, the fewer selected loci are needed for identities to diverge.

When \( k = 1 \) (additive selection, Figure 3, c and d) or \( k > 1 \) (positive epistasis, Figure 3e), multilocus balancing selection fails to boost variability beyond the effect of a single diallelic locus. A similar divergence between multilocus analytical predictions and simulation results is registered if fitnesses are multiplicative across loci (compare Figure 4, a and c, with low recombination). If selection is additive (\( k = 1 \)) this discrepancy is due to drift. The number of possible backgrounds increases exponentially with the number of loci and, as discussed by Barton and Navarro (2002), it may be too large for all of them to be simultaneously present in a finite population. However, this is certainly not true in Figure 3, where the number of possible backgrounds is between 2 (one locus) and 512 (nine loci) and the population size is either \( 10^3 \) or \( 10^4 \). Although additive fitness precludes alleles to be lost and, indeed, maintains allelic frequencies very close to deterministic expecta-
Figure 3.—Simulated and predicted identities at a neutral locus with an increasing number of selected loci. All the loci (both selected and neutral) are evenly spaced. The neutral locus lies at an extreme of the map (see Figure 1). $\mu = 1.25 \times 10^{-4}$, $r = 10^{-3}$, and $\alpha = 1$. (a) $N = 10^3$, $k = 0.1$. (b) $N = 10^3$, $k = 0.1$. (c) $N = 10^3$, $k = 1.0$. (d) $N = 10^3$, $k = 1.0$. (e) $N = 10^3$, $k = 10.0$. (In this and the following figures, bars show one standard error.)
fluctuations. Some backgrounds may be temporarily lost (Figure 5, a and b), but they can eventually be restored by recombination (Figure 5b) because all the necessary alleles are segregating in the population. In contrast, neutral variability associated with a lost background can be restored by mutation only. The simulation results fit the analytical assumptions when the number of backgrounds is small enough for them to be maintained at roughly constant frequencies (Figure 5c).

When epistasis is positive ($k > 1$, Figure 3e) or fitnesses are multiplicative (Figure 4c), there is also a discrepancy between simulated and theoretically predicted results, but this is only apparent. As we have already mentioned, under such fitness schemes selection favors linkage disequilibrium among selected loci, so that the equilibrium population is dominated by two complementary genotypes (Franklin and Lewontin 1970). The results shown in Figures 3e and 4c (with low recombination) become clear if one considers that the population depicted there consists essentially of two complementary backgrounds, independently of the number of selected loci. Selection tends to maintain the two dominant backgrounds at even and constant frequencies. Even though the rest of the backgrounds are continuously produced by recombination, they are kept at low frequencies and eventually lost. Thus, there is no discrepancy between analytical predictions and simulations: one needs only to recalculate the coalescent predictions, taking into account the real background equilibrium frequencies (Figures 3e and 4a).

When recombination is low, nondominant backgrounds have such low frequencies that most of the time they are absent from the population and, thus, can be ignored. With intermediate or high recombination one needs to take into account the exact equilibrium frequencies in the coalescent, so the helpful assumption made by Barton and Navarro (2002) of no linkage disequilibrium between selected loci cannot be used. Still, if the number of selected loci is small the extended coalescent can be applied and the right identities obtained after some tedious but feasible algebra.

**Identities and recombination:** The results in Figure 4 suggest that, independently of the number of loci and the selection regime, neutral variability does not increase for markers at an extreme of the set of selected loci with an increasing number of selected loci. All the loci (both selected and neutral) are evenly spaced. The neutral locus lies at an extreme of the map (see Figure 1). $N = 10^6$, $\mu = 1.25 \times 10^{-1}$. (a) Predicted values with several backgrounds (solid lines) or only two backgrounds (dashed lines). (●) $r = 10^{-5}$, (○) $r = 10^{-2}$, (□) $r = 10^{-3}$, (◇) $r = 10^{-4}$. (b) Negative epistasis, $a = 1$ and $k = 0.1$. (□) Neutral. (●) $r = 10^{-5}$, (○) $r = 10^{-2}$. (○) $r = 10^{-3}$, (□) $r = 10^{-4}$. (c) Multiplicative fitness, $s = 0.01$. (□) Neutral. (●) $r = 10^{-5}$, (○) $r = 10^{-4}$, (△) $r = 10^{-3}$, (◇) $r = 10^{-2}$.
locus lies at an extreme of the map. We now study the chromosomal regions between selected loci. Figures 7 and 8 show theoretically predicted and simulated identities for a neutral locus at different relative positions between two selected loci. Predicted identities for the single-selected locus case are also shown in Figure 7. Selected loci are at positions 0 and 1 and the recombination fraction between them can change. With negative epistasis and intermediate or low recombination ($r \leq 10^{-3}$, Figure 7a), maximum neutral variability (which is always found in regions closely linked to the selected loci) is increased beyond the one-locus (two backgrounds) limit, because the population is more subdivided with two loci (four backgrounds) than with a single one. Variability is increased in a wider region of the chromosome than expected for a single locus alone. The reason is simple; a higher level of variability is attained and it decays over a longer distance. Still, high recombination rates ($r > 10^{-3}$) preclude any relevant multilocus effect and the predicted values are almost identical for one as for two selected loci (Figure 7b).

Results for multiplicative fitnesses are shown in Figure 8. Results for positive epistasis (not shown) are qualitatively equivalent. As expected, when recombination is high and selection is moderate (Figure 8a with $r = 10^{-2}$) only the individual effect of each locus is relevant. If recombination is low (Figure 8a with $r = 10^{-4}$) maximum neutral variability near selected loci is still the same as with high recombination. Variability is not increased beyond the one-locus limit because the population is dominated by only two backgrounds. Moving away from the extremes of the set of selected loci, variability decays at the same rate as in the single-locus case (not shown). In segments between selected loci, however, a second kind of multilocus effect is detected. Variability is increased over a much larger region than expected for a single locus alone. This is due to the fact that selection generates linkage disequilibrium between selected loci. Crossing over between the two selected loci, which would allow neutral alleles to recombine away, breaks linkage disequilibrium and generates gametes that are eliminated by selection. Thus, the effective recombination rate is reduced in regions between selected loci and, if selection is strong enough, variability can be increased even when recombination is high (Figure 8b with $r = 10^{-5}$). Simulated and analytical results fit quite well because coalescent predictions can be calculated taking into account the exact haplotype frequencies at equilibrium. Just as previously shown in Figure 3e and 4a, the extended coalescent needs only information about the frequencies of the selectively relevant haplotypes and not about the kind of selection producing them.

**Coalescence times and the frequency spectrum:** To complement the information provided by identities, we considered two more variability measures: $d$ and $S$ (see METHODS OF COMPUTER SIMULATION). Analytical predic-
Figure 6.—Simulated and predicted identities under different recombination frequencies. All the loci are evenly spaced. The neutral locus lies at an extreme of the map (see Figure 1). $N = 10^3$, $\mu = 1.25 \times 10^{-4}$. Negative epistasis is shown with $\alpha = 1$, $k = 0.1$.

Equations for $d$ can be obtained by using the identities provided by Barton and Navarro (2002) as the moment-generating function of the distribution of pairwise coalescence times. The average pairwise coalescence time, $E(T)$, is given by the first moment of the distribution taken on $\mu = 0$:

$$E(T) = -\frac{\partial f}{\partial \mu|_{\mu=0}}. \quad (7)$$

Barton and Navarro (2002) show that, if allele frequencies are even at each locus and if $\mu, r, N^{-1} \ll 1$, the average identity between gametes chosen at random from the population, $f$, is

$$f = \frac{1}{4N\mu(1 + \sum 1/(4N\mu + 4N\rho_U))} = \frac{1}{(1 + 4N\mu + \sum_{\cup} \mu + \rho_U)/(\mu + \rho_U)}. \quad (8)$$

where $U$ are all the possible sets of loci and $\rho_U$ are the total recombination rates between the limits of any given set (for details, see Equations 26–33 in Barton and Navarro 2002). From this equation, the average pairwise coalescence times are

$$E(T) = 2N + \sum_{\cup} \frac{1}{2\rho_U}. \quad (9)$$

The mean number of nucleotide differences between pairs of randomly chosen alleles is given by

$$E(d) = 2\mu E(T) = 4N\mu + \sum_{\cup} \frac{1}{\rho_U}. \quad (10)$$

This shows that, when $r \to 0$, $d \to \infty$. The reason is that under an infinite sites model with no recombination, different genetic backgrounds eventually accumulate infinite differences. Variances can be calculated using the same method.

Figure 9 shows changes in the values of $d$ and $S$ as the number of selected loci increases, for different selective regimes. In general, these two summary statistics behave as expected. Positive epistasis ($k > 1$) increases variability, but not beyond the one-locus two-backgrounds limit, so analytical results and simulations coincide independently of the number of selected loci. With negative epistasis ($k < 1$), many backgrounds are maintained by selection and neutral variability is increased beyond the single-locus limit, even though these backgrounds undergo strong fluctuations (Figure 5). In this case simulations fit the analytical predictions until the number of selected loci is large enough for background frequency fluctuations to sweep variability away. When the number of selected loci is large, fluctuations can be so strong that the timescale of background loss and recovery becomes very small. In that case, $d$ and $S$ can be smaller in systems with a large number of loci than when the number of total recombination rates between the limits of any given loci is intermediate (compare, for example, $d$ values for three loci with values for eight or nine loci in Figure 9a). Note that although $d$ and $S$ become quite low, the corresponding identities do not undergo such a radical change (Figure 3) because, first, they can fluctuate only between 0 and 1 and, second, they converge very quickly to their equilibrium values (see below).

By comparing Figure 9a and 9b, it can be seen that $d$ and $S$ increase at different rates with increasing number of backgrounds. These different rates result in a change in the shape of the frequency spectrum with increasing number of loci. When there is positive epistasis ($k > 1$) Tajima’s $D$ is highly positive and remains so with increasing number of loci (Figure 10). In this case, balancing selection makes the frequency spectrum even and an excess of variants at average frequencies is detected, just as expected from previous results for the
Neutral Variability and Multilocus Balancing Selection

Figure 7.—Simulated and predicted identities at a neutral locus between two selected loci. The neutral locus lies at different relative positions between two selected loci that are at distance $r$ from each other. $N = 10^3$, $\mu = 1.25 \times 10^{-4}$. Negative epistasis is shown with $\alpha = 1$, $k = 0.1$. (a) $r = 10^{-3}$. (b) $r = 10^{-2}$. (Note the different scales.)

Figure 8.—Simulated and predicted identities at a neutral locus between two selected loci. (□) Neutral, (△) simulated $r = 1^{-4}$, (◇) predicted $r = 1^{-4}$, (◊) simulated $r = 1^{-2}$, (/socket) predicted $r = 1^{-2}$. The neutral locus lies at different relative positions between two selected loci that are at distance $r$ from each other. $N = 10^3$, $\mu = 1.25 \times 10^{-4}$. Multiplicative fitness is shown with (a) $s = 0.1$ and (b) $s = 0.9$.

DISCUSSION

The multilocus coalescent and balancing selection: We have shown that in a multilocus system the ways in which selected loci interact are factors as important as population size, recombination, or the strength of selection, because they determine a key factor: the extent to which the population is subdivided, i.e., the number of genetic backgrounds that are maintained in the population. Different kinds of epistasis allow for different degrees of population subdivision and, thus, for different degrees of diversity, both selected and neutral. In general, balancing selection acting on groups of loci generates two related kinds of multilocus effects. First, variability at sites closely linked to each of the selected

one-locus two-background case. With negative epistasis ($k < 1$) the situation is different. Figure 10 shows that Tajima’s $D$ gets less positive with increasing number of loci. Paradoxically, although variability is maximized with negative epistasis, the power to detect deviations from a neutral distribution of allele frequencies is decreased. There are two reasons for this behavior. First, with so many neutral variants segregating in the population, it becomes easy to find several low frequency alleles in a sample. Second, background frequency fluctuations act as selective sweeps or, in terms of the analogy with spatially subdivided populations, as extinction-recolonization events. Such events are known to make Tajima’s
Figure 10.—Simulated Tajima’s $D$ values at a neutral locus with an increasing number of selected loci. All the loci (both selected and neutral) are evenly spaced. The neutral locus lies at an extreme of the map (see Figure 1). $N = 10^5$, $\mu = 1.25 \times 10^{-4}$, $r = 10^{-4}$, $\alpha = 1$, $r = 10^{-2}$, sample size $n = 10$.

Figure 9.—$d$ and $S$ values at a neutral locus with an increasing number of selected loci and different selective regimes. All the loci (both selected and neutral) are evenly spaced. The neutral locus lies at an extreme of the map (see Figure 1). $N = 10^5$, $\mu = 1.25 \times 10^{-4}$, $r = 10^{-4}$, $\alpha = 1$, sample size $n = 10$. (a) Simulated and predicted values of the average number of pairwise differences. (b) Simulated values of the number of segregating sites.

loci can be enhanced beyond the expectations for a single-locus system. This effect is produced when the population is highly subdivided, that is, when a large number of backgrounds are maintained. In our model, this is achieved under negative epistasis (Figures 3, a and b, for example). This variability increment dissipates quickly as the neutral locus moves away from the set of selected loci and completely disappears when $N r > 1$ (Figures 6 and 7). Second, when multiple selected loci are involved, the variability enhancement extends to a larger section of the map. With negative epistasis this extension affects all neutral variability linked to a set of selected loci and is a trivial consequence of the higher levels of variability reached near each of the selected loci (Figures 6 and 7a). In contrast, with multiplicative

fitness or positive epistasis (Figures 7b and 8), the extension is directly due to selection and affects only variability in regions between selected loci. Under the latter selective regimes, the population reaches an equilibrium in which there is maximum linkage disequilibrium and only two backgrounds dominate. As a consequence, selection opposes the homogenizing effect of recombination because crossing over between two selected loci produces unfit gametes that selection tends to eliminate. The rate of decay of molecular diversity remains the same as in the single-locus two-backgrounds case for neutral markers outside the set of selected loci. In contrast, diversity is enhanced at neutral markers located in regions among the set, even if they are a long way from the selected loci themselves (see Figure 8 with $r = 10^{-2}$, $N r = 10$). This mechanism has been already described by Kelly and Wade (2000), who analyzed a system formed by two diallelic, epistatically interacting loci and obtained predictions for the patterns of neutral sequence variation linked to them. Their model is an instance of the positive epistasis scenario presented here.

Under negative epistasis, simulations show that, when the number of backgrounds is large relative to the population size, variability stops increasing with the addition of more selected loci (Figures 3a, 3b, and 4b). It is clear that the multilocus coalescent expectations of a huge increase in variability (Barton and Navarro 2002) are not fulfilled by the simulations. As discussed in Barton and Navarro (2002), the causes of deviations from the coalescent predictions are fluctuations in background frequencies (Figure 5). These fluctuations are not taken into account by the extended coalescent, which considers only drift within each of the subpopulations defined by the backgrounds. Although allele frequencies at ev-
ery locus are maintained very close to their equilibrium values, strong frequency fluctuations eliminate backgrounds and generate linkage disequilibrium between selected loci, thus violating several of the assumptions of the analytical study. The two parameters implied in the fitness scheme, $\alpha$ and $k$, together with $N$, $r$, and the number of loci in the system determine how many backgrounds can be maintained in the population and how stable their frequencies will be. As $N$ and $\alpha$ increase, and as $k$ decreases, the more subdivision and the more variability the population can harbor. On the other hand, the larger the number of loci, the less intense will be selection on each individual locus, and because the number of backgrounds grows exponentially with the number of loci, selection will be even weaker on each individual background. For example, in Figure 3, a and b, selection is still very efficient in maintaining allelic frequencies when the number of selected loci is greater than five, but it cannot keep haplotypic frequencies stable against drift and, thus, background frequencies fluctuate.

The nature of multilocus balancing selection equilibria has been studied in detail (cf. Christiansen 2000), and, ideally, one could hope to find a statistic that, given $\alpha$, $k$, $N$, and $r$, would summarize the amount of genetic subdivision in an equilibrium population and use it to predict the amount of neutral variability that this population can sustain. An obvious candidate for such a statistic is the effective number of selected backgrounds, $n_s$, which can be defined by analogy to the effective number of alleles, $n_e = 1/\sum p_i^2$, where $p_i$ are the frequencies of the $i$ backgrounds present in the population (Crow and Kimura 1970, p. 324). We averaged $n_s$ over the 1000 generations previous to taking the identity measures in Figure 3, b and c. In the case of five selected loci with negative epistasis (Figure 3b, $f = 0.15$), the effective number of backgrounds is $\sim 13$. With the same number of selected loci but under an additive fitness scheme, $n_e$ is only $\sim 4$ (Figure 3c, $f = 0.43$). Variability, therefore, seems to increase with the effective number of backgrounds. Yet, the relationship is far from simple. For example, $n_e \sim 4$ is achieved with two selected loci in a system under negative epistasis (Figure 3b), but in this case the probability of identity ($f = 0.24$) is only one-half as big as the corresponding 4-background value in the additivity case. This implies higher variability with the same effective number of backgrounds. This is due to the fact that fluctuations are much stronger with five selected loci and additivity than with two selected loci and negative epistasis. The degree of population subdivision may be similar in both cases, but $n_e$ contains no information about fluctuations, which are what really matters. Unfortunately, as discussed in Barton and Navarro (2002), it is difficult to account for them analytically. The extended coalescent approach proposed by Barton and Navarro (2002) will, therefore, be a useful tool as long as the degree of genetic subdivision of the population is known and stable. This implies knowledge of the targets of selection but not necessarily of the kind of selection acting upon them.

**Variability patterns associated with multilocus balancing selection**: One of the main purposes of this study was to investigate the levels and patterns of neutral variability to be expected under multilocus balancing selection and, conversely, to suggest ways in which the study of neutral variability may allow us to distinguish between different types of fitness regimes. We focused on qualitative results because of the sheer complexity of the problem and because we expected that a preliminary exploration of the parameter space would allow us to detect general patterns that would not depend on the exact nature of selection or on the details of the model. We have been able to do so and found that, although multilocus balancing selection always increases variability, very different patterns are expected under different parameter values. This challenges the traditional consensus view, on the basis of results from single-locus studies, that the footprints of balancing selection are high variability, strong linkage disequilibrium, and uniformly high allele frequencies across sites (Nordborg 1997; Kelly and Wade 2000). Our results show that this is not always the case and that predictions from single-locus studies do not extend in a straightforward way to multilocus systems.

Under positive epistasis, variability patterns resemble the intuitions provided by single-locus studies. Large “islands” of high variability and high linkage disequilibrium are expected to be found within the region spanned by the selected loci. Variability is expected to be high and roughly constant along the intervening region, even if this region is highly recombinating, and to decay for markers at the extremes of the set of selected loci. In sharp contrast, with negative epistasis the effect of multilocus balancing selection depends strongly on recombination. In that case, multilocus balancing selection tends to produce peaks of higher variability around each of the selected loci (not shown) and there is a threshold of recombination beyond which no effect on neutral variability is expected ($Nr > 1$). Actually, the multilocus threshold coincides with the single-locus one, as previously described (Hudson and Kaplan 1988; Satta 1997; Takahata and Satta 1998). A particularly interesting result of our simulation study concerns frequency spectrum. With negative epistasis and an increasing number of selected loci, variability increases (up to a certain point) whereas Tajima’s $D$ gets closer to neutrality (compare Figures 9a and 10). The reasons for this behavior are clear: the amount of variability segregating in the population is so great that some low-frequency variants are represented a single time in our sample, and background frequency fluctuations act as selective sweeps. Nevertheless, this raises an unexpected paradox: the parameter values that allow balancing selection to produce a maximization of neu-
tral variability make it more difficult to detect selection out of the evenness of the frequency spectrum. This effect is even greater if the population is not yet at equilibrium (results not shown). In contrast with identities, which quickly converge to their equilibrium values, the average number of pairwise differences, \( d \), can take a very long time to reach its equilibrium value, because mutations keep accumulating at differentiating backgrounds even when the probability of identity between them is close to zero. Equations 9 and 10 show that in a population structured by a large number of backgrounds, when recombination is low, \( d \) is very high and, thus, the time needed for mutation to generate all that variability is enormous.

Data on multilocus balancing selection: Can our results help us to understand the patterns of DNA variability found in natural populations? An initial point can be made on the issue of the overall amount of balancing selection in the genome. Even ignoring the important problems of the expected distribution of epistatic effects and of the possibility of unequal contributions to fitness of different loci, it is clear that if multilocus balancing selection were common, a considerable increase of variability beyond the neutral expectations would be predicted in regions of low recombination. In fact, the opposite correlation has been found in a variety of organisms (Aquadro et al. 1994; Nachman 1997; Dvork et al. 1998; Stephan and Langley 1998; Przeworski et al. 2000), which seems to rule out the possibility of an overall effect due to widespread balancing selection. The absence of these overall effects can have several causes. First, recombination rates across the genome might be too high. Second, variability-reducing forms of selection, such as purifying or positive selection, might be dominant. Finally, balancing selection may fluctuate with time, which, depending on the timescale of the fluctuations, might produce a reduction in associated neutral variability (Whitlock and Barton 1997; Barton 2000).

Nevertheless, an increasing number of cases of multilocus balancing selection are being reported. Some examples are self-incompatibility systems (cf. in Charlesworth and Awadalla 1998), meiotic drive systems (Lyttle 1991; Palopoli 2000); Mhc (cf. in Hughes and Yeager 1997, 1998; Beck and Trowsdale 2000; Meyer and Thomson 2001), or R-genes in plants (cf. in Bergelson et al. 2001). The human Mhc multigene family (known as HLA in humans) is one of the best-documented examples of the action of selection maintaining polymorphism and has become a paradigm for molecular evolutionary studies. Evidence for the action of some sort of balancing selection, recently reviewed by Meyer and Thomson (2001), comes from different sources, such as the abundance of trans-specific polymorphisms or a high rate of nonsynonymous over synonymous substitutions in the exons corresponding to the peptide-binding regions.

Although the Mhc is usually modeled as a single-locus multiple-allele system (see, for example, Takahata and Nei 1990; Slatkin and Muirhead 2000), it has features that make it an ideal candidate to be studied by means of multilocus models. First, both Mhc alleles and haplotypes are analogous to our genetic backgrounds: There are several targets of selection in different sites of the Mhc genes and alleles are defined by combinations of variants of these targets (at this level an allele would be a genetic background). Correspondingly, Mhc haplotypes, upon which selection is acting (cf. Beck and Trowsdale 2000; Meyer and Thomson 2001), are defined by combinations of these different alleles (and, thus, at this level different genetic backgrounds would correspond to different haplotypes). Second, gene conversion and/or intragenic recombination events have been detected within Mhc exons (Takahata and Satta 1998) and recombination can generate both new haplotypes and new alleles (Takahata and Satta 1998). Third, there is strong linkage disequilibrium both within and between Mhc genes (Sanchez-Mazas et al. 2000; cf. Meyer and Thomson 2001), which suggests the existence of interactions between them. Finally, even if the previous arguments were not convincing, it is clear that a single-locus, multiple-alleles model can be approximated by the multilocus approach presented here if recombination is assumed to be absent.

Slatkin and Muirhead (2000) estimate the intensity of overdominant selection in several human Mhc loci from populations all over the world. Their estimations are based on a highly symmetric, single-locus multiple-alleles model in which every heterozygous individual has a fitness of \( 1 + s \) relative to every homozygous individual. This model is a special case of the one presented here, provided \( r = 0 \) and \( k \to 0 \). The estimates of \( N_0 \) obtained by Slatkin and Muirhead (2000) range between \( 10^2 \) and \( 10^3 \), which agrees with previous estimates from Takahata et al. (1992) and Satta et al. (1994) and coincides with the strength of selection we have assumed in this article (\( N = 10^2-10^3 \) and \( \alpha = 1 \), so \( N_0 = 10^2-10^3 \)). However, the kind of interactions involved in the Mhc is a far more complex issue.

In the coding regions of Mhc genes, there is an overall enhancement of variability, sometimes accompanied by linkage disequilibrium both within and among genes (Hughes and Yeager 1997, 1998; Meyer and Thomson 2001). The predominance of positive epistasis cannot be deduced from high linkage disequilibrium levels because, first, linkage disequilibrium can have other causes besides the specific kind of positive epistasis we use in this study; second, linkage disequilibrium is usually not complete, several haplotypes being present at high frequencies in Mhc loci; and, third, the exact targets of selection are generally unknown, making it difficult to ascertain how many relevant backgrounds are actually involved. Some insight may be gained by considering the different expectations produced by different kinds
of epistasis, because patterns of variability within the \textit{Mhc} suggest that different loci may be involved in different kinds of interaction. Effective population size in humans is estimated to be $\sim 10^4$ (Przeworski \textit{et al.} 2000), so the recombination threshold beyond which multilocus balancing selection with negative epistasis will have no effect on neutral variability is $r = 10^{-4}$ ($N_r \sim 1$). It is clear that intragenic recombination is below the threshold, but the whole \textit{Mhc} region spans $\sim 4$ Mb on chromosome 6 (Beck and Trowsdale 2000), which, assuming a recombination rate of 1 cM/Mb (Cullen \textit{et al.} 1997) means $r = 0.04$ for the whole region. Class II loci HLA-DQA1 and HLA-DQB1 are separated by 20 kb, so the recombination rate in the intervening region is $\sim 10^{-4}$. Those are the two genes for which the best evidence of linkage disequilibrium has been found (Gaudieri \textit{et al.} 1999, 2000; Sanchez-Mazas \textit{et al.} 2000) and, if epistatic interactions favoring linkage disequilibrium were dominant in the system, variability and disequilibrium should be high and the frequency spectrum of neutral mutations should be even in the intervening region. Class II locus HLA-DPB1 is 400 kb away from HLA-DQA1 ($r \sim 4 \times 10^{-3}$, $N_r \sim 4$), so some of the variability within these two loci is beyond the threshold of action of multilocus selection if epistasis is such that it tends to make linkage disequilibrium low. This would seem to be the case because, although HLA-DPB1 has high variability, it is the locus showing less evidence of linkage disequilibrium with any other HLA loci. Interestingly, its frequency spectrum does not present significant deviations from neutrality in the available studies (Sanchez-Mazas \textit{et al.} 2000). Further suggestive evidence comes from the presence of recombination hotspots and coldspots in the \textit{Mhc} (cf. Beck and Trowsdale 2000). It is hardly surprising that the levels of linkage disequilibrium are lower in highly recombining regions. However, selection may also have some role in shaping the distribution of recombination in the \textit{Mhc}, because different kinds of epistasis change the effective recombination rates by selectively getting rid of recombinants (positive epistasis or multiplicative fitness) or by favoring them (negative epistasis). For example, when one detects low recombination regions, one might actually be detecting regions under strong selection. If that were the case, differences in the frequency spectrum should be expected between high variability regions with different recombination rates.

All this evidence suggests that studying regions between \textit{Mhc} loci, and not only the \textit{Mhc} loci themselves, is a potentially fruitful strategy to ascertain the kind of selection involved. Unfortunately, only a few such studies are available (Guillaumeux \textit{et al.} 1998; Horton \textit{et al.} 1998; Gaudieri \textit{et al.} 1999, 2000; O’hiUigin \textit{et al.} 2000). These studies describe the existence within the \textit{Mhc} of “polymorphic frozen blocks” (Gaudieri \textit{et al.} 1999, 2000), stretches of extremely high nucleotide variability interrupted by regions of low variability. This feature raises hopes of distinguishing between possible kinds of interaction affecting different regions of the \textit{Mhc}. However, much work still needs to be done. It is not yet established, for example, whether the high variability in noncoding regions can be attributed exclusively to hitchhiking with HLA loci, and selection may be directly acting on those regions (Gaudieri \textit{et al.} 1999). Clearly, more than mere accumulation of sequence data is needed to assess this sort of question. It is also necessary to analyze available data sets with a multilocus frame of mind, focusing on how the \textit{Mhc} wide patterns of linkage disequilibrium and frequency spectrum correlate with variability levels.

Several simplifying assumptions underlie our model. First, although the analytical approach used by Barton and Navarro (2002) is completely general, our simulations focus on symmetric overdominance acting on several equally spaced, diallelic loci that contribute equally to fitness. The patterns of neutral variability and linkage disequilibrium expected in more complex multilocus systems are difficult to predict, but certainly worth studying. For example, the removal of symmetry will allow for more backgrounds to be present in the population even with positive epistasis (a scenario that, incidentally, will be closer to \textit{Mhc} variability, which presents a large number of haplotypes with high linkage disequilibrium). Second, due to its complexity we did not consider the effect of gene conversion on the multilocus scenario. Gene conversion may be important in the positive epistasis scenario, because, in contrast with crossing over, it provides a mechanism of background homogenization that is not opposed by selection. Gene conversion events in segments between selected loci will allow neutral variants to segregate away without breaking down linkage disequilibrium. Also, the intragenic recombination generated by gene conversion may be at the origin of selectively relevant backgrounds (Hogstrand and Bohme 1999). Finally, we assume that the selection-drift equilibrium has been reached, but Kelly and Wade (2000) show that the patterns of variability expected during the approach to equilibrium in a two-locus model are quite different from the ones expected at equilibrium. We have shown that in a multilocus scenario equilibrium is even more difficult to achieve, so the differences are expected to be larger. This is relevant for the study of \textit{Mhc} and other balancing selection systems. In short distances within the human \textit{Mhc}, for example, recombination is of the order of $r \sim 10^{-5}$/kb (Takahata and Satta 1998). In this case, in a system formed by 10 selected sites (say, 10 amino acids within the same exon) the average pairwise coalescence time is $\sim 10^5 N$ generations. Assuming a generation time of $\sim 10$ years this gives an average pairwise coalescence time of $\sim 10^6$ years. This shows that the populations cannot possibly be at equilibrium. Even if a species survived to such an amount of time, turnover of alleles by mutations at the selected sites would preclude equilibrium. Some of the
patterns we have detected, particularly the ones referring to frequency spectrum, are stronger in populations that have not reached equilibrium. Deeper insight is to be gained by the study of nonequilibrium multilocus systems. Such analysis is currently under way.

We thank P. Andolfatto, P. Awadalla, B. Charlesworth, D. Charlesworth, F. Depaulis, S. Otto, J. Rozas, and three anonymous reviewers for valuable discussion and criticism. A.N. is grateful to F. Depaulis, whose comments were particularly helpful (and extremely funny), and to D. Charlesworth, whose ideas made this work readable. This work was supported by Biotechnology and Biological Sciences Research Council/Engineering and Physical Sciences Research Council.

LITERATURE CITED


Sanchez-Mazas, A., S. Djoulah, M. Bunion, I. Le Monnier de Gou-


Communicating editor: N. Takahata