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ABSTRACT

We study population genetics and evolutionary consequences of interference selection (IS). Here we show that IS reduces levels of polymorphism and increases low-frequency variants and linkage disequilibrium, both selected and adjacent neutral mutations. IS can account for several well-documented patterns of variation and composition in genomic regions with low rates of crossing over in Drosophila. IS cannot be described simply as a reduction in the efficacy of selection and effective population size in standard models of selection and drift. Rather, IS can be better understood with models that incorporate a constant “traffic” of competing alleles. Our simulations also allow us to make genome-wide predictions that are specific to IS. We show that IS will be more severe at sites in the center of a region containing weakly selected mutations than at sites located close to the edge of the region. Drosophila melanogaster genomic data strongly support this prediction, with genes without introns showing significantly reduced codon bias in the center of coding regions. As expected, if introns relieve IS, genes with centrally located introns do not show reduced codon bias in the center of the coding region. We also show that reasonably small differences in the length of intermediate “neutral” sequences embedded in a region under selection increase the effectiveness of selection on the adjacent selected sequences. Hence, the presence and length of sequences such as introns or intergenic regions can be a trait subject to selection in recombining genomes. In support of this prediction, intron presence is positively correlated with a gene’s codon bias in D. melanogaster. Finally, the study of temporal dynamics of IS after a change of recombination rate shows that nonequilibrium codon usage may be the norm rather than the exception.

The general concept of effective population size ($N_e$), due to Wright (1931, 1938), is usually associated with species-specific factors such as inbreeding, unequal numbers of the two sexes, variance in mating success, temporal variation in population size, population subdivision, and pervasive selection. According to theory, these factors are expected to have a genome-wide influence on the standing crop of both weakly selected and selectively neutral mutations because evolutionary parameters governing these mutations, $N_e s(\alpha)$ and $N_e \mu (\beta)$, respectively, include effective population size (see Table 1). However, polymorphism levels are not constant across the genome but rather are correlated with recombination rates, suggesting that additional factors may be influencing $N_e$ (Águadé et al. 1989; Stephan and Langley 1989, 1998; Begun and Aquadro 1992; Martín-Campos et al. 1992; Langley et al. 1993; Águadé and Langley 1994; Aquadro et al. 1994; Stephan 1994; Nachman 1997; Dvorák et al. 1998; Kraft et al. 1998; Nachman et al. 1998; Przeworski et al. 2000). This has led to theoretical investigations of the effects of linkage and selection on neutral variation levels.

Further investigation on whether $N_e$ can be viewed as varying across a genome takes advantage of its consequences on the effectiveness of weak selection. Theory predicts that the evolutionary dynamics of mutations whose selective effects are on the order of the reciprocal of population size (i.e., $\alpha = 0.25–2.5$) are expected to be very sensitive to small shifts in $N_e$ (Ohta and Kimura 1971; Ohta 1972, 1995; Li 1987). Two lines of evidence are congruent with $N_e$ changing across genomes in Drosophila (Hilton et al. 1994). The first comes from studies on the biased usage of synonymous codons (codon bias), a paradigmatic example of weak selection for translational efficiency in many organisms (Grantham and Sharp 1981; Ikemura 1981; Benetzen and Hall 1982; Grosjean and Fiers 1982; Kurland 1987; Sharp and Li 1987, 1989; Shields et al. 1988; Bulmer 1991; Mori-yama and Hartl 1993; Akashi 1994, 1995, 1996; Eyre-Walker 1996; Comeron and Kreitman 1998; Comeron et al. 1999; McVean and Vieira 2001). Codon bias increases with recombination rates in Drosophila melanogaster, indicating an increase in the effectiveness of selection (and hence larger $N_e$) in regions of high
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recombination (Kliman and Hey 1993; Comeron et al. 1999), an effect that is also observed using the complete D. melanogaster genome (J. M. Comeron, unpublished data). Second, in interspecific comparisons in the D. melanogaster species complex, the rate of replacement substitutions (K_s) is significantly smaller in regions of high recombination than in regions of low recombination (Hilton et al. 1994; Comeron and Kreitman 2000), suggesting stronger purifying selection against deleterious amino acid changes in genes located in regions of high recombination.

Several models of strong selection (α ≫ 1) have been proposed to explain why N_s is reduced in regions of low recombination: (i) the hitchhiking (HH) and pseudo-HH (pHH) models, which invoke frequent positive Darwinian selection (Maynard Smith and Haigh 1974; Kaplan et al. 1989; Gillespie 2000); (ii) the background selection (BGS) model, which assumes a high and constant rate of deleterious mutations (Charlesworth et al. 1993; Charlesworth 1994, 1996; Hudson and Kaplan 1995); (iii) the joint effects of positively and negatively selected mutations (Kim and Stephan 2000); and (iv) models based on fluctuating selection (Gillespie 1997). The fixation of a favorable allele (i.e., selective sweep or draft under the HH and pHH models, respectively) alters the probability of fixation of linked selected mutations present in the population, decreasing the probability of fixation of other advantageous mutations and increasing the chance of fixation of deleterious mutations. A similar outcome will be produced by the steady elimination of strongly deleterious alleles and the indirect uniform reduction of N_e under BGS. In all of these models, mutations under strong directional selection make linked mutations behave as if they are evolving under a smaller population size (Robertson 1961). The indirect effects of selected mutations on linked variation will be greatest in the absence of recombination and will decrease with increasing recombination.

However, strong selection is not a requirement for this effect. Hill and Robertson (1966), using simulations of a two-locus model, showed that the probability of fixation of a favorable mutation at one locus becomes reduced due to the segregation of alleles at a second selected locus. This so-called Hill-Robertson effect (Felsenstein 1974; Lewontin 1974) is caused by the presence of selected mutations in the genetic background and the consequent increment of stochastic sampling effects (i.e., variance of offspring number and genetic drift) in finite populations (see also Robertson 1961; Birky and Walsh 1988). An increase in genetic drift under a Hill-Robertson scenario has the consequence of reducing the intensity of selection and it is regarded as equivalent to a reduction of N_e (Robertson 1961; Hill and Robertson 1966; Felsenstein 1974; Kliman and Hey 1993). These effects of interference apply mostly to mutations under moderate/weak selection because these mutations have much longer sojourn times than strongly selected mutations and this enhances the opportunity for weakly selected mutations to influence one another’s fate.

Weakly selected mutations, taken individually, are not expected to have a measurable effect on population parameters or on the tree topology of linked neutral mutations (Golding 1997; Neuhauser and Krone 1997; Przeworski et al. 1999). Similarly, interference between pairs of weakly selected mutations should also be negligible because this interaction is expected to be a second-order magnitude effect. We are, however, interested in investigating interference due to segregating mutations under weak selection, which we call Interference Selection (IS), because for many organisms weakly selected mutations are both abundant and physically clustered within genomes, and hence the magnitude of IS interactions becomes measurably large. First, a large fraction of the mutations segregating in populations of many species may be weakly selected. Synonymous mutations, for example, are an abundant source of weakly selected mutations in Drosophila and other species. Weakly selected mutations may also be common in many species among amino acid replacement changes (Ohta 1995; Zeng et al. 1998) and in regulatory regions (Ludwig et al. 1998). Second, weakly selected mutations are likely to be physically clustered in the coding regions of genes and in regulatory regions, generating genomic regions with a high density of segregating weakly selected mutations. Reduced physical distance and hence recombination between these mutations creates the opportunity for multiple interference interactions. Nevertheless, it is not obvious whether IS can be rationalized simply in terms of N_e because the magnitude of its effect will depend jointly on the mutation rate to selected alleles, the intensity of selection, and the recombination rate between mutations under selection.

Li (1987), using simulations, showed that weakly selected mutations under complete linkage can interfere with one another to cause shifts in the frequency of favorable mutations at equilibrium. Later, Comeron et al. (1999) allowed the numbers of selected sites, selec-
tion coefficients, and recombination rates to vary across ranges of values thought to be biologically realistic for species such as Drosophila. This multilocus study showed that the level of codon bias (i.e., used as a proxy for the effectiveness of selection and $N_e$) decreases when either the recombination rate decreases or the number of weakly selected sites increases for different intensities of weak selection. McVean and Charlesworth (2000) further investigated both codon bias and level of polymorphism in selected sites under IS, confirming that these traits are affected by IS not only for absolute linkage but for a range of recombination rates observed in outcrossing species. These studies proposed the Hill-Robertson effect [the small-scale Hill-Robertson (Comeron et al. 1999) or weak-selection Hill-Robertson (McVean and Charlesworth 2000) effect] and a reduction in $N_e$ to explain the results. These two studies, however, analyzed only the consequences of IS on the sites under selection, where the outcome is the composite effect of both selection on the mutations themselves and IS (which at the same time alters the effectiveness of selection).

Tachida (2000) studied evolutionary effects that selection at many sites has on interlaced neutral sites with total linkage. Here we extend this approach with the analysis of many population and evolutionary parameters under IS both on selected mutations and on adjacent neutral mutations, using a broad range of numbers of selected sites, recombination rates, and weak selection coefficients. The effects of IS on adjacent neutral variability are key to gaining insight into the mechanism and evolutionary effects of IS and to appraising the importance of IS as a viable evolutionary force.

We also investigate two other consequences of IS under low rates of recombination. First, because genes (exons and regulatory regions) are embedded in a matrix of generally less severely constrained DNA, IS may occur at sites with well-defined boundaries along the DNA. Therefore, we study the expected consequences of IS along such intervals under selection. We hypothesize that the effects of IS should not be uniform across a gene, and we use simulations to generate predictions that can be tested with Drosophila genomic data. Second, neutral sequences located between groups or clusters of selected sites under weak/moderate selection (e.g., introns within coding regions of genes) can be viewed as modifiers of recombination and hence can alter the effectiveness of selection (Comeron and Kreitman 2000; Comeron 2001). We investigate whether this indirect selection on the presence and length of intermediate “neutral” sequences is plausible. If true, this makes indels in introns and other noncoding regions potential targets for selection.

MATERIALS AND METHODS

Forward computer simulations: A Wright-Fisher model was simulated with $N$ diploid individuals ($2N$ chromosomes) as previously described (Comeron et al. 1999; see also Li 1987) and with the following modifications. Every chromosome is composed of two adjacent stretches of sites, each of length $L$, with one stretch evolving neutrally (neutral sequence) and one evolving under weak selection (selected sequence). In each generation the total number of mutations and recombination events are drawn from a Poisson distribution with mean $4f\beta_s$ and $3Lp_s$, respectively (see Table 1 for definitions). The number of recombination events per meiosis is not restricted (assuming no chiasma interference) to avoid underestimating the effect of recombination in long sequences when $p_s$ is high. The mutation process allows only two allelic states at a site, and reversible mutation is permitted, mimicking the mutation process between preferred ($p$) and unpreferred ($u$) codons. Mutation rates from $p$ to $u$ and vice versa are $w$ and $v$, respectively, where $w = v = \mu$ and $\gamma (\gamma = v/\mu)$ is the mutational bias. Unless otherwise indicated, we applied a mutation rate of $\beta_s = 0.01$, with $\gamma = 0.45$. The previous assumption of only two allelic states (Li 1987; Comeron et al. 1999; McVean and Charlesworth 2000; Tachida 2000), one favorable and the other deleterious, is a reasonable approximation for weakly selected mutations at synonymous sites in organisms like Drosophila where G/C-ending codons are the preferred state (Shields et al. 1988; Akashi 1994, 1995). Based on preliminary studies (Appendix), our simulated populations were composed of 1000 chromosomes; a sample size of 12 sequences was used to estimate population genetic parameters.

The fitness of each individual is based only on the selected sequence. The selection differential between $p$ (preferred allele) and $u$ (unpreferred allele) in the selected sequence is $+s$; fitness is multiplicative over sites and mutations are semidominant in their effect on fitness. Each new generation is obtained by first choosing $N$ individuals ($2N$ chromosomes) with probabilities proportional to their relative fitness. The next generation is constituted by randomly pairing the $2N$ chromosomes (each composed by the selected and adjacent neutral sequence), which are possibly mutated and/or recombined to form $N$ new diploid individuals.

As indicated in results, the time to reach base composition equilibrium under a mutation-selection-drift (MSD) balance and IS (e.g., codon usage) when $\beta_s = 0.01$ may take on the order of $\approx 100–250$ $N$ generations. Accordingly, our study of IS at equilibrium begins after a minimum of 250 $N$ generations to assure base composition equilibrium. Each independent population realization was analyzed every $N$ generations for a minimum of 1000 $N$ generations. Population parameters were estimated in 20 independent samples. All estimates of population and evolutionary parameters (heterozygosity, nucleotide diversity, frequency skew, fixation rates) as well as the frequency of preferred codons ($P$) were obtained by studying the same number of sites, 250, regardless of the total number of sites in the sequence when $L \geq 250$. These studied sites were homogeneously distributed across the sequence, unless explicitly indicated, to assure an average estimate of the parameters across the region. In every simulation both the selected and neutral sequences were analyzed. The ranges of parameter values we investigated for recombination, selection, and length were $0 \leq p_s \leq 0.4$, $0.25 \leq \alpha_s \leq 2.5$, and $125 \leq L \leq 2500$. The ranges of recombination rates under study are representative of most eukaryotes, including D. melanogaster. Assuming $N_e \approx 1 \times 10^6$ for D. melanogaster (Andolfatto and Przeworski 2000) and using laboratory-based rates of crossing over, the complete D. melanogaster genome would satisfy $p_s < 0.05$, $p_s < 0.1$ after taking into account gene conversion (Hilliker and Chovnick 1981; Andolfatto and Nordborg 1998; Andolfatto and Przeworski 2000). D. melanogaster genomic regions with $p_s \leq 0.004$ may contain $\sim 15\%$ of genes using rates of crossing over; these genomic regions are defined by the cytological bands 1A–2C/20C–20F (X chromosome),
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We studied the extent of LD within predefined frequency classes.

To evaluate the relative change in the effectiveness of selection on the selected sequences caused by varying the parameters (changing recombination rates and \( L \) and presence and length of intermediate regions) we compared the estimated value of the parameter \( \alpha \) on the basis of the observed \( \rho \). Following directly from the probability of fixation of \( p \) and \( u \) and \( P \) at equilibrium under the infinitely many sites model and free recombination (WRIGHT 1951; GROW and KIMURA 1970; EWENS 1979), we have for diploid organisms

\[
\alpha = \frac{1}{4} \ln \left( \frac{P(1 - \gamma)}{(1 - P)\gamma} \right)
\]

(see LI 1987; BALMUR 1991), when \( \beta \ll 1 \). We call this the single-site model based on MSD (SS-MSD).

Linkage disequilibrium (LD) was estimated as the average over all pairwise comparisons of polymorphic sites by using \( D' \) (LD-\( D' \); LEWONTIN 1964); coupling gametes were composed of the most frequent alleles (LANGLEY et al. 1974). We used LD-\( D' \) because this measure is the least affected by the frequency of the mutations compared to measures such as \( D \) (LEWONTIN and KOJIMA 1960) or \( Zn \) (HILL and ROBERTSON 1968; KELLY 1997) in conditions of reduced or no recombination. However, LD-\( D' \) is not entirely independent of the frequency of the mutations (LEWONTIN 1988), and so we also studied the extent of LD within predefined frequency classes. We avoided using sequence-based estimates of recombination such as Hudson’s \( C \) (Hudson 1987) because its mean is influenced not only by the frequency of mutations but also by the number of segregating sites when this number is not large, a number that is changed by IS. To make comparable estimates of LD between sequences of different length, all estimates of LD were obtained using the polymorphisms detected within 250 contiguous sites; otherwise, the average distance between polymorphisms increases with \( L \), biasing the comparisons of LD.

Analyses of the \( D. \) melanogaster genome: We studied the complete \( D. \) melanogaster genome (ADAMS et al. 2000; Version 2 (October 2000), http://www.ebi.ac.uk/genomes). The analyses were performed using all 9172 genes with empirical data supporting both their presence and specified exon/intron structure (i.e., with complete mRNA information and no evidence of multiply spliced forms). The study of intergenic sequences was carried out using only those intergenic sequences (6271) that are flanked by two genes with empirical data supporting both their presence and specified gene structure.

Heterogeneous codon bias across exons: Two groups of genes were investigated. The first group (659 genes) was composed of all genes with a single long exon (>1000 bp or >333 amino acids). The second group (187 genes) included all genes with long coding regions (>333 amino acids) interrupted by introns and satisfying two criteria: (i) all (one or more) introns should be centrally located, dividing the coding region into two comparable regions (i.e., introns located between 30 and 70% of the relative total length of the coding region), and (ii) at least one intron should be >100 bp. The synonymous codon usage bias was measured using the frequency of GC-ending codons (GC3), the frequency of GC-ending codons in four-fold degenerate amino acids (GC4), and the frequency of preferred codons in \( D. \) melanogaster (AKASHI 1995). As indicated, GC3 is a good measure of codon bias in \( D. \) melanogaster and at the same time is equivalent to the in silico study of IS with two alleles.

**Figure 1.**—Relative effectiveness of selection (\( \alpha \)) per site based on the frequency of preferred sites (\( \rho \)) and scaled selection coefficients (\( \alpha_s \)). Results are shown for two extreme cases of number of sites under selection (\( L \)), \( L = 125 \) and \( L = 2500 \).

**Codon bias and the proportion of selected sites in a gene:** The analysis was carried out using all 7499 complete genes (out of 9172) with introns. As a proxy for the relative number (or density) of selected sites in a gene, we used the proportion of the length of the coding region (PLCR) in a gene, measured as the ratio between the length of the coding region and the length of the coding region plus the total length of the introns.

The recombination rate for each gene in the \( D. \) melanogaster genome was estimated as previously described (see COMERON et al. 1999 for details) on the basis of the cytological position associated to each genomic scaffold sequence. All statistical analyses were carried out using Statistica for Windows 5.1 (1997).

**RESULTS**

Effects of IS on population and evolutionary parameters at selected and adjacent neutral sequences

**Effectiveness of selection:** We investigated the effectiveness of selection on weakly selected mutations by analyzing the proportion of preferred mutations at equilibrium (\( P \); LI 1987; COMERON et al. 1999; McVEAN and CHARLESWORTH 2000). In contrast to neutral polymorphism, for which measures such as heterozygosity (\( \theta \)) are nearly linearly related to \( N_e \), the relationship between \( P \) and the selection parameter \( \alpha \) (\( N_e s \)) is strongly nonlinear. For instance, a 5% increase in \( P \) represents a 50, 21, and 27% increase in \( \alpha \) when the original \( P \) is 0.5, 0.6, and 0.9. Therefore, although our simulations measure shifts in \( P \) with changes of parameters affecting IS, the magnitude of these shifts is better reflected by the change in the parameter \( \alpha \) needed to account for the results under a no-interference model (SS-MSD). As Figure 1 shows, the effectiveness of selection, as measured by \( \alpha \), decreases as the recombination rate decreases, and this effect increases with \( L \) (see also COMERON et al. 1999 and McVEAN and CHARLESWORTH 2000 for the effect of IS on measures of codon bias and \( P \)). In addition, the relative reduction in the effectiveness of selection due to IS increases with the strength of selection acting on individual mutations (\( \alpha_s < 2.5 \)).
Polymorphism levels: We studied the effect of IS on polymorphism levels, as measured by heterozygosity, in selected (\(\theta_s\)) and neutral (\(\theta_n\)) sequences. Under single-site models of weak selection (SS-MSD), the expectations are clear. A general reduction of the intensity of selection (\(\alpha\)) predicts a relative increase of \(\theta_s\), making \(\theta_s\) closer to \(\theta_n\). On the other hand, a reduction in \(N_e\) will cause a direct reduction in \(\theta_s\). The expected net consequence of reducing \(N_e\), hence \(\alpha\), for mutations under SS-MSD is a reduction of \(\theta_s\), because the reduction of \(\theta_s\) is always greater than the expected increase of selected polymorphism due to a reduced selection, although this decrease of \(\theta_s\) is not expected to be proportional to the reduction of \(N_e\). For strong selection, a moderate reduction of \(N_e\) would not alter \(\theta_s\).

Our results (Figure 2) show that \(\theta_s\) is below the levels expected on the basis of the imposed strength of selection acting on these mutations under SS-MSD. For all combinations of selection intensity (\(\alpha\)) and recombination rates (\(\rho\)), \(\theta_s\) decreases as the number of sites under selection (\(L\)) increases (see also McVean and Charlesworth 2000). The relative impact that increasing \(L\)
has in reducing heterozygosity is similar for different selection intensities when \( \rho_N = 0 \) (e.g., \( \theta_L \)), for \( L = 2500 \) is 70–75% of that for \( L = 125 \), both for \( \alpha_N = 0.25 \) and \( \alpha_N = 2.5 \), and this impact decreases, but is still noticeable, for very weak selection and high recombination (e.g., \( \alpha_N = 0.25 \) and \( \rho_N = 0.4 \)). For \( \alpha_N = 0.25 \), we also studied whether an even higher recombination rate (\( \rho_N = 1.0 \)) would completely eliminate IS. The results show that \( \rho_N = 1.0 \) does eliminate most IS on \( \theta_L \), when \( L = 125 \) compared to SS-MSD expectations, but IS is still detectable for larger \( L \).

Heterozygosity is also reduced in the adjacent neutral sequences as a result of linkage to sites under weak selection. The most extreme reductions in neutral variation are observed for \( \rho_N = 0 \) (Figure 2A), where increasing either \( L \) or \( \alpha_N \) in the selected sequence substantially reduces \( \theta_L \). The impact that the \( L \) has on \( \theta_L \) increases with the intensity of selection. For example, when \( L = 2500 \), \( \theta_L \) is \( \sim 75 \) and \( \sim 50 \% \) of that observed when \( L = 125 \) for \( \alpha_N = 0.25 \) and \( \alpha_N = 2.5 \), respectively. When \( \rho_N = 0 \) and \( L \) is large, there is a tendency to observe similar levels of polymorphism in selected (\( \theta_L \)) and adjacent neutral mutations (\( \theta_N \)), which are most evident for \( \alpha_N = 0.25 \) (when \( L \leq 2500 \)), implying that linked selectively neutral sites and sites under weak selection may not be distinguishable by this criterion. Increasing \( L \) reduces \( \theta_L \), even when the recombination rate is high (Figure 2, B and C). This observed reduction in \( \theta_L \) is similar for
different selection intensities when recombination is highest ($p_N = 0.4$), likely reflecting a recombination rate threshold for IS.

**Divergence and divergence to polymorphism ratio:** Under SS-MSD equilibrium the rate of fixation or divergence of selected mutations rapidly decreases with increasing selection intensity $\alpha$. We focused on the rate of divergence when $p_N = 0$ to illustrate the effect of IS on this evolutionary parameter (Figure 3A). As expected, selection acting at linked sites does not influence divergence for neutral mutations. The fixation rate of mutations under selection increases with $L$ for any given $\alpha_N$, indicative of a reduction in the effectiveness of selection due to IS.

The SS-MSD model also predicts that the divergence:polymorphism ratio ($\text{Div}/\text{Pol}$) for weakly selected mutations decreases with increasing $\alpha$ because weak selection has stronger effects in reducing the rate of fixation than the level of polymorphism. Figure 3B shows the $\text{Div}/\text{Pol}$ ratio for the region containing mutations under selection again for $p_N = 0$. For the case of $L = 125$, $\text{Div}/\text{Pol}$ decreases with selection but to a lesser degree than that expected for a SS-MSD case. For the intermediate case of $L = 500$, $\text{Div}/\text{Pol}$ is only barely affected by selection. More exceptional is the situation in which the number of sites under selection is moderate to large ($e.g., L = 2500$): In these cases $\text{Div}/\text{Pol}$ increases not only relative to single-site expectations but also relative to neutral expectations. This trend results from two opposing effects of IS on selected mutations, increasing divergence and reducing polymorphism. Neutral sites (Figure 3C) show a consistent increase in the $\text{Div}/\text{Pol}$ ratio with increasing IS, caused by the effect that IS has in reducing levels of linked neutral polymorphism.

**Mutation frequency spectrum:** The SS-MSD models predict that, as $\alpha$ increases, weakly selected mutations will become less abundant and allele frequencies at polymorphic sites will decrease compared to neutral expectations. Figure 4 plots Tajima’s $D$ statistic, a measure of the skew of allele frequency compared to neutral frequency spectrum, for selected and neutral sequences under complete linkage. In the selected sequence, a more negative Tajima’s $D$ is observed with increasing selection intensity, as expected (see Tachida 2000). As $L$ increases, and hence IS, a further excess of rare mutations is seen compared to single-site expectations for any given $\alpha_N$. This trend does not hold, however, when $\alpha_N$ and $L$ are large ($i.e., \alpha_N = 2.5, L > 500$), where Tajima’s $D$ becomes unaffected or even less negative. This is, however, not surprising because Tajima’s $D$ statistic is not entirely independent of the number of segregating sites: It tends toward zero as the number of segregating sites in a sample becomes small for any given (nonneutral) frequency of variants. Therefore, IS increases the relative frequency of rare variants (hence it induces a negative Tajima’s $D$) but IS also decreases the number of segregating sites, thus biasing Tajima’s $D$ estimates closer to zero when IS and its reduction of the number of segregating sites are severe.

The frequency spectrum of neutral mutations departs from the neutral equilibrium expectation, showing an excess of low frequency alleles when IS occurs in the adjacent selected sequence. Tajima’s $D$ becomes more negative as the number of selected sites or $\alpha_N$ on these sites increases. When IS is strongest, the skew toward low frequencies becomes similar for both selected and neutral mutations, a trend we have also encountered for heterozygosity.

IS also influences the allele frequency of variants in the selected sequences when recombination is highest ($p_N = 0.4$) while the frequency spectrum of neutral variants in adjacent sequences remains mostly unaffected. The skew toward low frequency variants in the selected sequences increases with $L$, although to a lesser degree compared to $p_N \leq 0.004$, and this effect intensifies with increasing $\alpha_N$. 

---

**Figure 4.—** Tajima’s $D$ statistic under IS in selected and adjacent neutral sequences for $p_N = 0$. Results are shown for different scaled selection coefficients per site ($\alpha_N$) and different numbers of selected sites ($L$). $n = 12$. 

---
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for different $\alpha_S$, but not in the adjacent neutral sequences.

However, the conditions that increase negative LD are the very same conditions for which there is an excess of low-frequency variants (with more negative Tajima’s $D$ estimates). Because most measures of LD correlate, to some degree, with the frequency of the mutations under study (Lewontin 1988; see materials and methods), the observation of greater negative LD-$D'$ in the same situations in which Tajima’s $D$ is also more negative might well be two faces of the same phenomenon: IS skews the frequency of mutations in the population. To assess whether the increment in $D'$ with IS is only the result of an increasing skew in the mutational frequency spectrum, we studied the average LD-$D'$ for different average Tajima’s $D$ classes (i.e., as a proxy of different frequency classes); our interest centered on the results within each frequency class. Investigation of adjacent neutral sequences allowed us to eliminate the direct effects that selection has on the frequency spectrum of the selected mutations. Results, shown in Figure 6, show that LD-$D'$ becomes increasingly negative for each frequency class as selection intensity $\alpha_S$ (and IS) increases. Therefore, the observed increase in LD with IS, as measured by $D'$, is not only the consequence of a shift in the frequency spectrum.

**Temporal dynamics after a change of recombinational environment:** Genome-wide and/or gene-specific changes in recombination rates may be common in many evolutionary systems, and so it is important to study the time needed to reach new equilibria. For instance, in Drosophila there is extensive gene order shuffling within chromosomal arms between species (Lemfuneier and Ashburner 1976; Pinsker and Sperlich 1984; Papaceit and Prevosti 1989; Whiting et al. 1989; Segarra and Aguadé 1992; Kress 1993; Lozovskaya et al. 1993; Gallego et al. 1999), which most likely causes frequent changes in recombination rates (Charlesworth 1994).

We studied the number of generations needed to reach equilibrium after a change in the recombination rate under IS conditions. For simplicity we assumed a population at equilibrium under the initial conditions and the instantaneous fixation of a randomly chosen allele in a new recombinational environment. Such a situation might apply to a gene located near the breakpoint of a chromosomal rearrangement that was quickly driven to fixation (possibly by natural selection). In accord with expectations, most population and evolutionary parameters reach their new equilibria much sooner than codon usage (Figure 7, A and B). Under neutrality, few $N_e$ generations (~4$N_e$ for diploid individuals) after a hitchhiking event are sufficient to achieve near-equilibrium levels of polymorphism (Perlitz and Stephan 1997). Under IS the time required for weakly selected mutations to reach values close to those at equilibrium for parameters such as $\theta$, or Tajima’s $D$ increases.
with \( \alpha_N \), requiring \( \approx 20–40N \) generations when \( \alpha_N = 2.5 \) while this time is close to \( 4N \) generations when \( \alpha_N = 0.5 \).

Multilocus parameters, such as those that estimate codon usage, take a very large number of generations to reach a new equilibrium following perturbation. Indeed, codon usage requires \( =100–250N \) or \( \approx 1–2.5/\mu \) generations to reach the new equilibrium. This required time is not strongly dependent on the number of sites under selection, but it is dependent, as expected, on \( \mu \) (data not shown). Two other features of codon bias evolution following a change of recombination environment were also observed. First, the change in codon bias is faster when the number of preferred mutations is increasing (i.e., changing from low to high recombination) than when the number is decreasing. Second, the weaker the selection the longer the period required to reach the new base composition equilibrium in either direction. These two features can be easily explained by three factors: (i) The average time to fixation of weakly advantageous mutations is shorter than that expected for weakly deleterious mutations, (ii) the speed of fixation of preferred mutations increases with \( \alpha \), and (iii) mutational pressure toward unpreferred mutations is higher when the ancestral sequence has higher \( P \).

We also observed a tendency for population and evolutionary parameters to “overshoot” their equilibrium values when a sequence changes from no recombination to a high recombination rate (stronger for \( \alpha_N = 2.5 \) than for \( \alpha_N = 0.5 \)), but this effect is not detectable in the opposite direction. This overshoot creates a transient situation more nearly resembling a neutral equilibrium. Under the conditions we investigated, population parameters are closest to the neutral expectations \( \approx 4–5N \) generations after the fixation of a single sequence in an environment with high recombination. For instance, in the case of \( \alpha_N = 2.5 \), \( 0 \), changes through time from zero (right after the fixation event) to the new IS equilibrium under high recombination (after \( \approx 40N \) generations) with an intermediate state 50% higher than that finally observed at equilibrium.

**IS and its effect across regions under uniform selection:** Consider an interval of a recombining genome in which segregating sites under selection result in IS, and further assume this interval is embedded in a region containing few additional mutations under selection. Since the magnitude of the IS effect acting at a particular site in this interval will be governed by the interactions between the segregating sites located on both sides of that site, it is reasonable to expect that IS will be stronger at sites embedded in the middle of a region under selection than at sites located close to an edge of this region. This situation may apply to many protein-coding regions in eukaryotic genomes, but it would be pertinent to any group of physically clustered sites under weak selection surrounded by largely unconstrained sites. Here, we investigate the magnitude of the “center” vs. “edge” effect for plausible rates of recombination and selection. The issue under scrutiny is whether IS differs measurably between the center and edge of a region under selection when both mutation rates and selection coefficients are uniformly distributed across the region.

We studied population and evolutionary parameters across sequences with 2500 sites under uniform selection, recombination, and mutation, with emphasis on a lateral and the central region of 250 sites each. Two indicators of IS are depicted in Figure 8 for the central and lateral regions: the proportion of preferred codons (\( P \)) and the divergence to polymorphism (Div/Pol) ratio. As expected, no effect is seen for the no-recombination case (\( \rho_N = 0 \)). For intermediate recombination rates, IS differs between regions, with the central region showing stronger IS (central regions have lower \( P \) and higher Div/Pol ratio than lateral regions). This heterogeneous distribution of IS across regions (the center effect) decreases when recombination is very high, but it can still be seen for high recombination (\( \rho_N = 0.4 \)) when selection intensity is weak (\( \alpha_N = 0.5 \)).

The effect of neutral sequences between regions under selection: We studied whether or not small changes in the overall recombination rate between two regions
Figure 7.—Temporal dynamics in selected sequences across 250 N generations after a change of recombination environment (see text for details). Black lines indicate the change from total linkage ($p_s = 0$) to high recombination ($p_s = 0.4$) and gray lines from high recombination to total linkage. The frequency of preferred codons ($P$), polymorphism levels ($\theta_s$, $n = 12$), Tajima’s $D$ ($n = 12$), and fixation rates are shown for $L = 2500$. Each value represents the average of 10 independent simulations.

under selection, caused only by a change in the physical distance between them, have a detectable effect on the overall IS. Here, the simulation procedure allowed us to generate a variable number of neutral sites (i.e., middle or “spacer” sequence) between two sequences under selection. The two regions under selection were identical, with equal numbers of selected sites, selection coefficients per site, and mutation and recombination rates per site. Mutation and recombination rates per site in the spacer sequence are the same as in the flanking selected sequences, but the mutations were selectively neutral. Thus, with respect to IS the presence and length of the intermediate neutral region alters only the number of recombination events between the two selected
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Figure 8.—Comparison between central (dashed line) and lateral (continuous line) regions of sequences under selection for different recombination rates \( \rho_N \) and scaled selection coefficients per site \( \alpha_N \). Two indicators of IS are depicted: frequency of preferred codons \( P \) and divergence:polymorphism ratio \( \text{Div/Pol} \). The complete sequence under selection has 2500 sites and the lateral and central regions have 250 sites each. Selection coefficients and recombination and mutation rates are uniformly distributed across the entire sequence.

regions; it does not change directly any parameter on the flanking selected sequences.

We studied intermediate rates of recombination \( \rho_N = 0.004 \) for the case of a neutral sequence located between two sequences each of 500 selected sites. Figure 9A depicts the relative change of the effectiveness of selection \( \text{IS} \) on the adjacent selected mutations. The results show that the length of an intermediate neutral region has a detectable effect. In all cases, longer spacers lead to an increase of the effectiveness of selection \( \alpha \) on the adjacent selected mutations. Serving as illustration, for the case of \( \alpha_N = 1 \) and \( \rho_N = 0.004 \) the presence of a 1000-bp-long region in the middle of the selected sequence is equivalent to a relative increase of 7.4% in the overall fitness associated with the selected sequences \( \text{i.e., a gain of 2.3% preferred codons} \). A substantial fraction of the potential increment in fitness in regions of moderate to high recombination is achieved with short/intermediate sequences \(<1000\) bp), while for regions of more severely restricted recombination longer sequences are required to produce an equivalent increment in fitness. The maximum relative gain in fitness is higher for \( \alpha_N = 2.5 \) than for \( \alpha_N = 1 \) for the two rates of recombination investigated, as expected (see Figure 1).

Empirical tests of IS based on D. melanogaster’s genome

Distribution of codon bias within genes: As indicated in our simulations, IS is expected to be stronger in the center of regions under IS than in the margins of these regions. This leads to the first test prediction: Codon usage bias, a measure of the effectiveness of selection, will be...
lower in the middle of coding regions of genes than in the amino- or carboxy-terminal regions. Comparing codon bias levels within genes eliminates expression level and gene length as factors that can alter codon usage (Moriyama and Powell 1998; Comeron et al. 1999; Duret and Mouchiroud 1999). It also controls for any possible heterogeneity in mutational tendencies, either across the genome or associated with transcription rates. We have not attempted to control for heterogeneity in amino acid constraints within genes, but we expect this to obscure rather than to enhance the predicted IS effect (see also below).

We restricted our attention to the set of genes in the D. melanogaster genome composed of single long exons (>333 amino acids; see MATERIALS AND METHODS), a total of 659 genes. The frequency of GC at the third position of codons (GC3) was used as a measure of codon usage bias (Shields et al. 1988; Akashi 1994, 1995; see MATERIALS AND METHODS). For each gene, we measured GC3 in three sections of 100 codons, the first and last 100 codons (proximal and distal regions, respectively) and 100 codons in the middle of the gene (central region). As shown in Figure 10A, average GC3 frequencies differ significantly across the three regions (Friedman ANOVA test, $\chi^2 = 28.7$, $P < 1 \times 10^{-6}$), with a lower GC3 in the central region. A similar result is obtained when the average GC3 of the two lateral sections is compared to the central section ($\chi^2 = 26.0$, $P$...
measures of codon bias, compared to the lateral regions of the same genes (see text for details). Lateral regions are 100 codons long. The central region of genes without introns shows a significantly reduced GC3 and other measures of codon bias, compared to the lateral regions of the same genes (see text for details).

Consistent with this prediction, we find a highly significant positive correlation between the length of the coding region and the difference of GC3 between lateral and central regions. This leads to the second test prediction: The relative reduction in codon bias in the center of a gene will be positively correlated with the length of the coding region. According to our simulations, the presence of neutral sequences being positively correlated with the increment of the effectiveness of selection. We investigated, therefore, a fourth test prediction: Codon bias will be positively correlated with measures of a gene’s intron length and number. As a first approximation, we studied the relationship between measures of codon bias (e.g., GC3) and total intron length in the set of all genes with confirmed intron/exon structure. There is a weak positive relationship between GC3 and total intron length, both using all introns (R = 0.040, P = 0.0007) and after eliminating the small fraction of introns with detectable remnants of TE elements (R = 0.041, P = 0.0005).

We also studied the relationship between codon bias and measures of the proportion of sites under selection in a gene. As a simple measure of the density of sites under selection in a gene, we used the PLCR in a gene when embedded introns are included (see Materials and Methods). The prediction under IS is again explicit: Codon bias (as measured by GC3) will decrease as PCLR increases. The analysis of all 7499 genes with introns reveals a significantly negative relationship between GC3 and PCLR (R = −0.136, P < 1 × 10^{-6}); equivalent results are obtained using other measures of codon bias.
Figure 11.—Relationship between the proportion of the length of the coding region (PLCR) in a gene and GC3 in *D. melanogaster* (see Materials and Methods). The five PLCR classes divide the data set of 7499 genes into subsets of equivalent size (*n* = 1500 genes). The analysis of all genes with introns in *D. melanogaster* shows a significantly negative relationship between PLCR and GC3 (and other measures of codon bias; *R* = −0.136, *P* < 1 × 10⁻⁶; see text for details).

Under a scenario where longer intergenic regions are favored when, otherwise, IS between adjacent genes would be enhanced, *i.e.*, when the lengths of the neighboring coding regions increase. To address this seventh test prediction, we investigated the length of intergenic regions separating well-defined genes (see Materials and Methods). The results, displayed in Figure 12, reveal a positive relationship between the length of the 6271 intergenic sequences investigated and the length of the flanking coding regions (*R* = 0.097, *P* < 1 × 10⁻⁶); a positive relationship is also observed in regions of high recombination (>3 × 10⁻³/bp/generation; *R* = 0.104, *P* < 1 × 10⁻⁶, *n* = 2367). Alternative explanations to this observation based on functional considerations might also be proposed, such as genes with longer coding regions, if they are functionally more complex, might require tighter gene regulation (and hence longer noncoding regions). But we are unaware of any explicit empirical support for this class of alternative explanations. If our interpretation of this correlation is correct, it would suggest that IS between adjacent genes might not be negligible in most of the range of recombination rates in *Drosophila*. This relationship is not an indirect consequence of the effect that recombination rates might have on both parameters: The length of the intergenic regions decreases with increasing recombination rates (*R* = −0.034, *P* = 0.008) but no relationship is detected between the length of coding regions and recombination (*P* > 0.40).

**DISCUSSION**

The Hill-Robertson effect, broadly defined, considers the reduction in the efficacy of selection as an indirect consequence of selection at a linked locus. This effect...
is generally interpreted as being equivalent to a reduction in $N_e$ (Robertson 1961; Felsenstein 1974; Kliman and Hey 1993). Previous simulation studies on the evolutionary dynamics of tightly linked weakly selected mutations conform to this interpretation; i.e., the relative strength of selection acting on a weakly selected mutation decreases from its parametric value as the number of additional linked mutations under selection increases (Comeron et al. 1999; McVean and Charlesworth 2000). But, as we show here, other consequences of this form of selection are not explicable by a reduction in $N_e$ and therefore they do not conform to general notions of the Hill-Robertson effect. Hence we favor the use of the term “interference selection” to distinguish it from other types of selection (see below). We also avoided using the term “hitchhiking” to describe IS because it is a term generally associated with strong positive selection.

Previous investigation of IS under plausible conditions of recombination, selection, and mutation allowed us to integrate two empirical observations about codon bias in Drosophila genes not easily explained by single-site models of selection (Comeron et al. 1999): (i) a positive relationship between codon bias and the level of nucleotide diversity in D. melanogaster (Moriyama and Powell 1996) and (ii) a negative relationship between gene length and both $K_s$ and codon bias (Comeron and Aguade 1996; Powell and Moriyama 1997; Moriyama and Powell 1998; Comeron et al. 1999; Duret and Mouchiroud 1999). The present study delves deeper into consequences of IS on the efficacy of selection, and it also considers its effects on linked neutral variability. We also use IS theory as a guide to discover new regularities in the genomic architecture of Drosophila. These genomic features can be specifically understood as consequences of IS.

**IS and its evolutionary consequences:** Polymorphism levels in the selected sequence ($\theta_s$) are, in general terms, decreased by either increasing the number of selected sites or reducing recombination. When selection increases, $\theta_s$ becomes less affected by changes in recombination rates while linked neutral polymorphism ($\theta_{un}$) and other parameters such as codon bias or rates of fixation vary substantially. This more modest response of $\theta_s$ to an increment of IS when selection increases is not surprising because the expected net reduction of $\theta_s$ due to smaller $N_e$ under SS-MSD also decreases when selection increases (see results).

IS reduces polymorphism levels in adjacent neutral sequences and the effect increases with increasing any parameter that contributes to IS. The effect that IS has on $\theta_s$ is maximum for total linkage but it is also measurable when recombination occurs. Therefore, IS may be a contributing factor in the reduction of neutral polymorphism levels in regions of low recombination observed in a variety of organisms. But it is unlikely that IS alone can cause extreme reduction in levels of polymorphism in regions of low recombination. When IS is greatest (i.e., complete linkage and large $I$), $\theta_s$ and $\theta_{un}$ may become similarly reduced, making the distinction between selected and linked neutral sequences uncertain.

Consistent with previous studies and with the idea that IS reduces $N_e$ and the efficacy of selection, we find that polymorphism levels (both $\theta_s$ and $\theta_{un}$) decrease and the fixation rates of weakly selected mutations increase with IS. But IS also increases the skew in the frequency spectrum of mutations under weak selection (i.e., increasing the proportion of low-frequency variants). Furthermore, the study of linked neutral sequences shows that IS also creates a skew in the frequency spectrum of neutral mutations away from the equilibrium neutral distribution. These results reveal complexities in the evolutionary dynamics of IS that cannot be rationalized as being equivalent to a reduction in $N_e$ in standard formulations of weak selection at equilibrium.

IS predicts a skew of allele frequencies away from the neutral equilibrium and to lower, nonpolarized, frequencies for both selected and linked neutral mutations. In common with the HH and pHH models, this skew will be most discernible in genomic regions with reduced recombination, causing a positive correlation between Tajima’s $D$ and rates of recombination (Braverman et al. 1995; Gillespie 2000). IS may, therefore, be a contributing factor to the observed excess of rare variants in regions of low recombination in D. melanogaster (Langley et al. 2000; Andolfatto and Przeworski 2001).

Hill and Robertson (1966) indicated that the smaller the recombination rate between selected sites, the greater the negative linkage disequilibrium (LD observed in repulsion associations; see McVean and Charlesworth 2000). Here, we studied the extent of this LD in selected and adjacent neutral sequences. In the selected sequences, LD becomes more negative as IS increases (increasing the number of weakly selected sites or strength of selection or reducing recombination). More informative are the results showing that neutral mutations adjacent to the mutations under selection also show increments in negative LD with the same causes of IS (most noticeable with increasing the number of adjacent sites under selection). In fact, the magnitudes of LD in selected and adjacent neutral sequences become nearly the same when IS is maximum. Moreover, the study of LD within frequency classes has allowed us to remove most of the confounding effect of allele frequency on measures of LD. These results are indicative of the allele perturbation or “traffic” phenomenon caused by IS. The magnitude of LD caused by IS is, however, expected to decrease faster than directly predicted by an increase in recombination rates alone because IS itself also decreases with recombination.

Andolfatto and Przeworski (2000) reported a genome-wide departure from the standard neutral model.
in *D. melanogaster* and *D. simulans*, with greater intralocus LD than expected, as measured by $C_{\text{mut}}$ (Hudson 1987). This observation could not be explained by either the recombination or mutation rates found across the species’ genomes or by current theories of selection and linkage based on strong selection (BGS and HH models; see Andolfatto and Przeworski 2000 for details).

Models of selection with strongly favorable alleles increasing only to intermediate frequency (Hudson et al. 1994), a multilocus model with epistatic selection involving secondary structures of pre-mRNA (Kirim and Stephan 1995), or balancing selection at closely linked loci (Slakkin 2000) may all generate regional increases in LD as well as a high variance of the number of pairwise differences, on which $C_{\text{mut}}$ is based, causing low estimates of $C_{\text{mut}}$. These scenarios, however, are not likely to be common as indicated by the fact that high/intermediate frequency variants (i.e., positive Tajima’s $D$) would be most conspicuous in regions of low recombination, which is contrary to the observations in *D. melanogaster* (see above). The simulation results of the IS model, revealing an allele perturbation or traffic scenario, together with the fact that consequences of IS are detected across *D. melanogaster*’s genome, point out that IS might also contribute to a general high variance in pairwise differences in this species.

In general, the application of the SS-MSD model to estimate the compound parameter $\alpha$ ($N_e\delta$) when IS is present will lead to an underestimate of $\alpha$ for a given level of polymorphism or rate of divergence but will lead to an overestimate of $\alpha$ on the basis of the frequency spectrum of mutations. Consequences of IS are also expected to be highly heterogeneous among genes and across genomic regions, on the basis of differences in recombination rates, gene densities, gene sizes, and gene structures. Hence, IS would cause large variances in many population and evolutionary parameters. This heterogeneity across genomes may be useful for differentiating IS from demographic causes, for which more homogeneously distributed effects are expected.

Variability in the intensity of IS has population genetics and evolutionary consequences that can easily be misinterpreted as indicating differences in selective regimes among genes. IS causes an increase in the rate of divergence of mutations under MSD, where the stronger the selection ($0.25 \leq \alpha_N \leq 2.5$), the more conspicuous the effect of IS on the rate of divergence. As a result, differences in rates of substitution, both $K_s$ and $K_r$ (and $K_r/K_s$ ratio), between genes can potentially be explained by variable IS with constant selection. Equivalently, variable IS will alter Div/Pol ratios without requiring differences in selection coefficients.

**Temporal dynamics after a change of recombinational environment:** Gene rearrangements within chromosomal arms are a recurrent characteristic of Drosophila micro- and macroevolution. Because recombination is not homogeneously distributed along Drosophila chromosomes (Lindsley and Sandler 1977; Ashburner 1989; Aquadro et al. 1994; True et al. 1996; Hamblin and Aquadro 1999; Takano-Shimizu 2001), a change in the chromosomal position is expected to change the recombination environment (Charlesworth 1994). Moreover, in Drosophila there is evidence of severe differences in the recombination rates of homologous chromosomal regions even between closely related species [e.g., within the *D. melanogaster* group (True et al. 1996; Takano-Shimizu 1999, 2001)].

Our simulations indicate that the period of nonequilibrium base composition (codon usage) after a drastic change in recombination environment may be 100–250N\(_e\) generations (i.e., equivalent to >10–25 mya in most Drosophila species) when $\alpha_N = 0.01$. This suggests that nonequilibrium codon usage caused by frequent change in recombination rates may be the norm rather than the exception, at least in Drosophila evolution. Furthermore, the period required to reach the new (multisite) base composition equilibrium is expected to be longer for genes undergoing a reduction in codon bias than for those in which it is increasing. The nonequilibrium scenario is apparent in analyses of fixed synonymous mutations along *D. melanogaster/D. simulans* lineages, with codon bias declining both in *D. melanogaster* and, to a lesser degree, in *D. simulans* (Akashi 1996; Begun 2001). Also, genes located in genomic regions where crossing over is now severely attenuated in *D. melanogaster* show a reduction in codon bias not as extreme as expected on the basis of the highly reduced levels of neutral polymorphisms and estimated $N_e$ (Comeron et al. 1999). Altogether, these observations are in agreement with a report of a recent reduction in crossover frequency in the *D. melanogaster/D. simulans* lineages, after the evolutionary split from *D. yakuba* (Takano-Shimizu 1999, 2001), with at least a fraction of genes located in regions of very low recombination in *D. melanogaster* not yet at codon usage equilibrium (Comeron et al. 1999).

Population and evolutionary parameters, such as polymorphism levels and their frequencies or rates of evolution, reach estimates representing the new equilibrium faster than those of codon usage (Akashi 1996; Akashi and Schaeffer 1997; Klimen 1999). However, these population parameters might tend to overshoot the new equilibrium values when a substantial reduction in IS occurs after changing from low to high recombination. In this intermediate phase after a sharp increment in recombination, overall polymorphism levels and frequencies of mutations may be closer to neutral expectations than either are to precedent and future equilibrium levels, suggestive of a reduction of the effectiveness of selection, although the opposite might be the case.

The results also have a practical implication when estimates of the compound parameter $\alpha$ are estimated from divergence data. Estimates of $\alpha$ using divergence data of weakly selected mutations will tend to indicate
their lower boundaries, mostly suggesting a shrinking $N_e$ in nearly all lineages because periods with reduced recombination will contribute most of the substitutions. This effect will be in addition to the previously described general underestimation of $\alpha$ based on rates of fixation because of IS. The observed strong and relatively fast effects that changing recombination rates have on the rates of fixation of weakly selected mutations are congruent with the suggestion (Charlesworth 1994; Comeron et al. 1999) that changes in recombination environment may account for the high variance of substitution rates of these mutations in Drosophila (Zeng et al. 1998).

**Heterogeneous effect of IS across selected regions:** The magnitude of IS is expected to be heterogeneously distributed across regions under uniform selection intensity and mutation rate as a consequence of the different number of weakly selected sites surrounding each site (i.e., density of selected sites within a genetic distance). This prediction was confirmed using simulations that show that consequences of IS are stronger in the central regions of sequences under selection compared to lateral regions, and the effect, we believe, is empirically detectable in Drosophila genes (see below). Enhanced IS in central regions of sequences under selection has the consequence that many population and evolutionary parameters will be also heterogeneously distributed across sequences. These spatial differences might be incorrectly interpreted as indicating variable selective regimes although constancy (spatial and temporal) in selection coefficients might be the case. Two examples can be briefly given. First, heterogeneously distributed IS across sequences will generate Div/Pol values higher in the central regions of sequences under constant selection, suggestive of past action of positive selection or relaxed constraints in these central regions. Second, stronger IS will also tend to generate higher substitution rates and vary $K_s/K_t$ ratios in central regions of genes compared to the edges of genes and this can easily be misinterpreted as variable selective constraints across the gene.

**U-shaped distribution of codon bias across long exons in D. melanogaster:** Long undisturbed coding sequences in D. melanogaster have central sections with significantly reduced codon bias compared to lateral sections of the same coding region (Figure 9). The study and comparison of central and lateral sections of the same gene allow us to exclude many factors implicated as drivers of differential codon bias, including gene expression, gene length, genomic recombinational environment, and possible mutational differences associated with recombination or transcription rates. The comparison of codon bias in central regions in genes without introns and in genes with introns centrally located further allows us to rule out general relaxed constraints on codon bias in the central parts of proteins.

This observation fits with the outcome of the simulations that produce a U-shaped distribution of the effectiveness of selection and codon bias across sequences under selection, caused by stronger IS in central regions (Figure 4), and it is not predicted by other models of codon bias. For instance, models of selection on codon bias due to translational accuracy (Bulmer 1991; Akashi 1994; Eyre-Walker 1996) predict, if anything, an increase in codon bias with amino acid position and thus a J-shaped codon bias distribution. Conflicting selection pressures close to the start of the genes also generate a J-shaped distribution (Eyre-Walker and Bulmer 1993; Kliman and Eyre-Walker 1998). Therefore, we suggest that IS plays a significant role in shaping the effectiveness of selection on codon bias in Drosophila, not only among genes but also along coding sequences. Moreover, in accord with the IS hypothesis, the difference between central and lateral regions of the same coding region increases with the length of the coding region ($P < 1 \times 10^{-8}$). This difference is also significant in genes located in regions with the highest recombination in D. melanogaster (e.g., $>3 \times 10^{-8}$/bp/generation; Friedman ANOVA, $\chi^2 = 7.28$, $P = 0.007$; $n = 231$). This last observation supports the proposal that IS might be detectable in genes across the entire range of recombination in D. melanogaster (Comeron et al. 1999), with simulation results revealing consequences of IS on codon bias even when the recombination rate is higher than that expected in this species (Comeron et al. 1999; McVean and Charlesworth 2000).

Our analysis of genes without introns confirms a prior report indicating a higher GC3 in 5’ sections of coding regions of D. melanogaster genes than 3’ sections (Kliman and Eyre-Walker 1998). This trend may be explained by variation in mutational tendencies or by biased mismatch repair after gene conversion events (Kliman and Eyre-Walker 1998). This last possibility could be associated with a relationship between transcription mechanism and initiation of meiotic recombination (Nicolas 1998). This relationship, if present in D. melanogaster, forecasts—under the IS model—a declining effective rate of recombination along genes (hence of effectiveness of selection and codon bias) when the distribution of meiotic gene conversion tract length (Hilliker et al. 1994) is taken into account.

**Neutral regions as modifiers of recombination between selected regions:** Granted that the evolutionary consequence of neutral intermediate sequences as modifiers of recombination is very small for plausible lengths (i.e., $<1000$ bp), simulations show that under realistic rates of selection, recombination, and mutation, the presence of neutral intermediate (or spacer) sequences may have a measurable effect on the overall magnitude of IS in adjacent sequences under selection. Even very small increments in the number of recombination events between two regions under selection, obtained by increasing the physical distance between the two selected regions, can reduce IS when the recombination
rate (per physical unit) is moderate/low. This reduction in IS instigates an increase of the effectiveness of selection together with the decline of all properties associated with allele perturbation or traffic. Therefore, in regions of reduced recombination, reasonably long intermediate sequences may be favored as a counterbalance to the reduced effectiveness of selection caused by tight linkage. Congruent with the simulation results, in *D. melanogaster* the presence of introns is associated with an increase in the effectiveness of selection. This result is observed using either the absolute length of introns or a measure of the relative length of introns, taking into account the length of the coding region. The difference in codon bias in central regions of coding regions between genes with introns centrally located and genes without introns also supports this interpretation.

Thus, genomic data in *D. melanogaster* support the hypothesis that the presence and length of "junk" DNA between clusters of selected sites may itself be a selective trait (Comeron and Kreitman 2000; Comeron 2001). These results are also congruent with the positive relationship between average intron length and the length of the coding region reported here and the observed negative relationship between intron length and recombination across *D. melanogaster* and human genomes that could not be explained by the presence of transposable elements or by mutational differences (Carvalho and Clark 1999; Comeron and Kreitman 2000). The selective advantage of neutral sequences embedded in sequences under selection to reduce IS may be one of the forces that oppose the apparent mutational deletion bias present in Drosophila (Petrov et al. 1996; Petrov and Hartl 1998; Comeron and Kreitman 2000).

Whether IS is restricted mainly to intervals containing single genes (both coding and regulatory regions) or, conversely, whether neighboring genes have detectable effects on each other will depend on the effective recombination rate between genes (involving physical distance and recombination rate per site) and gene lengths. Because the distance between genes in most eukaryotic species is usually several kilobases, IS between most adjacent genes will likely be negligible except for species/genomic regions with very low recombination rates. However, the results showing a positive relationship between intergenic distance and the length of the flanking coding regions suggest that, in *D. melanogaster*, IS may be influencing the size of intergenic sequences in some instances. Under this perspective, the study of IS and of the evolution of recombination and their effects on the effectiveness of selection should also incorporate the enormous plasticity that genomes have, involving gene structure, intron size, and gene density. Our studies on IS suggest that the apparent lack of biological function associated with many intronic or intergenic sequences might not always imply that they are devoid of evolutionary function.

**Conclusions:** Mutations of weak selective effect, when they are sufficient in number and are tightly linked, reduce the overall efficacy of selection (*e.g.*, cause an increase in the fixation rate of selected mutations) and, under the model we investigated, the consequences include a reduction of polymorphism. We found that the reduction of polymorphism extends not only to the sites under selection but to linked neutral mutations as well. These effects are similar to those seen in single-site models of selection, such as MSD, when \( N_e \) is reduced. Other consequences of IS, however, cannot be easily related to simpler models of selection, and perhaps these represent the unique signatures of IS. They include the increase in occurrence of rare alleles and negative linkage disequilibrium in both selected and linked neutral mutations.

The discovery of a genome-wide relationship between noncoding polymorphism levels and the recombination rate in Drosophila stimulated the investigation of models involving common forms of natural selection and the influence these forms of selection have on linked neutral variability. As with definitely deleterious mutation and BGS, weakly selected mutation and IS are also likely to be omnipresent throughout a species’ genome. Both, therefore, have the potential for explaining variation in polymorphism levels associated with recombination rates. Likely, IS is distinguishable from models involving strong selection (BGS and HH/pHH models) in that consequences of clusters of weakly selected sites may have a much finer and patchier distribution across genomes than those caused by definitively selected mutations, and linked neutral variability will be reduced under IS only in small regions surrounding these clusters. Complete genome polymorphism studies of Drosophila, similar to those contemplated in humans, may allow us to distinguish IS effects from those caused by strongly selected mutations.

Perhaps the most exciting findings presented here are the empirical tests of IS. The seven predictions we generated for testing IS are, we believe, highly specific to IS and therefore are strong tests of this theory. Indeed the regularities we discovered in Drosophila genome architecture were investigated because we had a theory that led us to their predicted existence. Having made these discoveries now, we hope these genome-wide patterns stimulate the search for alternative explanations. *A priori* one might have thought that the attempt to find empirical support for a theory about weakly interacting mutations might be confined to the population genetic realm. Here we show that genome features may also be highly relevant to our population genetic theory. What this means is that genome features that have previously been attributed to ancient events and accidents of history may actually be features retained and sculpted by a common form of selection, underscoring the hidden treasures present in genome data. This trend—using genome-wide data to investigate population genetic
models of selection—will only accelerate as additional species are sequenced.
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APPENDIX: EFFECT OF SMALL NUMBER OF SIMULATED INDIVIDUALS ON ESTIMATES OF IS

The size of the simulated populations is usually very small compared to the actual natural populations due to computational time constraints when a large number of mutable sites and/or recombination events are under study. According to diffusion theory of weak selection, equivalent equilibria are expected for different numbers of individuals (or chromosomes) as long as the products $N_s (\alpha)$ and $N_m (\beta)$ are kept constant and $\beta \ll 1$ (Crow and Kimura 1970; Ewens 1979; Li 1987). However, the use of very small populations might alter the complex interactions between linkage, weak selection, and drift that cause IS. Also, as Tachida (2000) pointed out, some sample and population statistics are affected by the study of samples that represent a large fraction of the total population. Thus, the effect of using small simulated populations on population statistics has been studied quantitatively for two extreme cases: under neutrality and when IS due to weak selection on linked selected sites occurs.

Following Gillespie (2000), we can use Tajima’s $D$ statistic as a way of reducing several population parameters (or properties of the coalescent) to a single parameter. The study of Tajima’s $D$ under neutrality using sample sizes ($n$) of 10, 20, and 40 sequences when the number of chromosomes in the population ($2N$) ranges between 100 and 2000 shows that the larger the fraction of sampled sequences, the greater the deviation from the neutral expectation [$E(Tajima’s\ D) = 0$]. This deviation generates positive Tajima’s $D$ estimates, noticeable for samples involving $\geq 5\%$ of the population. As Tachida (2000) indicated, estimates of heterozygosity based on the number of segregating sites ($\theta$) are also underestimated when the sample represents a large fraction of the total population and $N$ is not very large (i.e., <250 diploid individuals).

Figure A1 shows the effect of small populations on the study of IS for the case of $L = 2500$ linked sites under weak selection. Two parameters used to evaluate IS (see text) are depicted: the frequency of preferred codons ($P$) and Tajima’s $D$. Under the applied selective model (semidominance and multiplicative over sites; see MATERIALS AND METHODS), the effects of IS are quantitatively altered by the use of very small populations, causing the tendency to overestimate the reduction of the effectiveness of selection due to IS. In particular, small populations generate sequences with smaller

**Figure A1.—Effect of the size of simulated populations on evolutionary consequences of interference selection (IS) due to weakly selected mutations. Results are shown for $L = 2500$ completely linked sites. Solid lines depict the frequency of preferred sites ($P$) and dashed lines depict Tajima’s $D$ ($n = 12$). Solid and open triangles show the results for $\alpha_s = 1$ and $\alpha_N = 2.5$, respectively.**
P and selected mutations segregate at frequencies closer to those expected under neutrality. These trends are less conspicuous, or even absent, when the causes of IS are reduced (e.g., \( L < 500 \)).

Altogether, these results indicate the need for generating large population sizes to obtain a precise picture of the outcome of subtle interactions between drift, multilocus selection, linkage, and mutation. The population size, \( N \), required for studies of IS should represent a compromise between accuracy of results and pragmatic simulation times. Note that the computational time needed to study populations near equilibrium may increase exponentially with \( N \) and the failure to allow such a period of time might produce imprecise or biased outcomes. The population size should be adapted to the sample size, mutation rate, number of sites under selection, selection coefficients, and likely the selective scheme to be scrutinized.