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ABSTRACT

We describe a Markov chain Monte Carlo approach for assessing the role of site-to-site rate variation in the analysis of within-population samples of DNA sequences using the coalescent. Our framework is a Bayesian one. We discuss methods for assessing the goodness-of-fit of these models, as well as problems concerning the separate estimation of effective population size and mutation rate. Using a mitochondrial data set for illustration, we show that ancestral inference concerning coalescence times can be dramatically affected if rate variation is ignored.

It is widely recognized in the phylogenetic community that variation in mutation rates across sites can have significant impact on phylogenetic analyses based on sequence data. The review article of Yang (1996a) provides an historical overview with particular reference to gamma models for rate variation. A number of authors have studied the effects of rate variation for within-species samples of sequences (Aris-Brosou and Excoffier 1996; Deng and Fu 1996; Tajima 1996; Yang 1996b; Misawa and Tajima 1997). This work has concentrated largely on the number of segregating sites observed in the sample. The focus on this simple summary statistic was predicated in part on the lack of theoretical and computational approaches for studying complete sequence data. Studies of rate variation in hypervariable region I of human mtDNA (cf. Lundstrom et al. 1992b; Wakeley 1993; Excoffier and Yang 1999; Meyer et al. 1999) have emphasized the likely drawbacks of using simple mutation processes such as the infinitely many sites model to analyze data where site-to-site variation is known to occur. Other studies, such as Sigurdardottir et al. (2000), have attempted to take advantage of large, detailed pedigree information to infer mutation rates from observed mutation events.

In this article we develop a Markov chain Monte Carlo (MCMC) approach for studying rate variation for within-population samples of DNA sequences evolving according to a coalescent model (Kingman 1982). Our method generates observations from the posterior distribution of the coalescent tree topology, the coalescence times, and the mutation parameters, conditional on the sequence data observed in the sample. MCMC methods for maximum-likelihood estimation in the coalescent were introduced by Kuhner et al. (1995, 1998), and further developed by Wilson and Balding (1998) in the Bayesian setting. Bayesian MCMC approaches are now available in the phylogenetic setting as well (cf. Yang and Rannala 1997; Larget and Simon 1999; Mau et al. 1999). The Bayesian approach provides a useful computational device for maximum-likelihood estimation, as we illustrate in results. We also suggest a method for assessing the adequacy of the fit of such models to the data.

We assume we have a random sample of \( n \) chromosomes, for each of which we have the DNA sequence of a region of interest. We denote the collection of complete sequence data. Studies of rate variation in hypervariable region I of human mtDNA (cf. Lundstrom et al. 1992b; Wakeley 1993; Excoffier and Yang 1999; Meyer et al. 1999) have emphasized the likely drawbacks of using simple mutation processes such as the infinitely many sites model to analyze data where site-to-site variation is known to occur. Other studies, such as Sigurdardottir et al. (2000), have attempted to take advantage of large, detailed pedigree information to infer mutation rates from observed mutation events.

In this article we develop a Markov chain Monte Carlo (MCMC) approach for studying rate variation for within-population samples of DNA sequences evolving according to a coalescent model (Kingman 1982). Our method generates observations from the posterior distribution of the coalescent tree topology, the coalescence times, and the mutation parameters, conditional on the sequence data observed in the sample. MCMC methods for maximum-likelihood estimation in the coalescent were introduced by Kuhner et al. (1995, 1998), and further developed by Wilson and Balding (1998) in the Bayesian setting. Bayesian MCMC approaches are now available in the phylogenetic setting as well (cf. Yang and Rannala 1997; Larget and Simon 1999; Mau et al. 1999). The Bayesian approach provides a useful computational device for maximum-likelihood estimation, as we illustrate in results. We also suggest a method for assessing the adequacy of the fit of such models to the data.

We assume we have a random sample of \( n \) chromosomes, for each of which we have the DNA sequence of a region of interest. We denote the collection of complete sequence data. Studies of rate variation in hypervariable region I of human mtDNA (cf. Lundstrom et al. 1992b; Wakeley 1993; Excoffier and Yang 1999; Meyer et al. 1999) have emphasized the likely drawbacks of using simple mutation processes such as the infinitely many sites model to analyze data where site-to-site variation is known to occur. Other studies, such as Sigurdardottir et al. (2000), have attempted to take advantage of large, detailed pedigree information to infer mutation rates from observed mutation events.

In this article we develop a Markov chain Monte Carlo (MCMC) approach for studying rate variation for within-population samples of DNA sequences evolving according to a coalescent model (Kingman 1982). Our method generates observations from the posterior distribution of the coalescent tree topology, the coalescence times, and the mutation parameters, conditional on the sequence data observed in the sample. MCMC methods for maximum-likelihood estimation in the coalescent were introduced by Kuhner et al. (1995, 1998), and further developed by Wilson and Balding (1998) in the Bayesian setting. Bayesian MCMC approaches are now available in the phylogenetic setting as well (cf. Yang and Rannala 1997; Larget and Simon 1999; Mau et al. 1999). The Bayesian approach provides a useful computational device for maximum-likelihood estimation, as we illustrate in results. We also suggest a method for assessing the adequacy of the fit of such models to the data.

We assume we have a random sample of \( n \) chromosomes, for each of which we have the DNA sequence of a region of interest. We denote the collection of complete sequence data. Studies of rate variation in hypervariable region I of human mtDNA (cf. Lundstrom et al. 1992b; Wakeley 1993; Excoffier and Yang 1999; Meyer et al. 1999) have emphasized the likely drawbacks of using simple mutation processes such as the infinitely many sites model to analyze data where site-to-site variation is known to occur. Other studies, such as Sigurdardottir et al. (2000), have attempted to take advantage of large, detailed pedigree information to infer mutation rates from observed mutation events.

In this article we develop a Markov chain Monte Carlo (MCMC) approach for studying rate variation for within-population samples of DNA sequences evolving according to a coalescent model (Kingman 1982). Our method generates observations from the posterior distribution of the coalescent tree topology, the coalescence times, and the mutation parameters, conditional on the sequence data observed in the sample. MCMC methods for maximum-likelihood estimation in the coalescent were introduced by Kuhner et al. (1995, 1998), and further developed by Wilson and Balding (1998) in the Bayesian setting. Bayesian MCMC approaches are now available in the phylogenetic setting as well (cf. Yang and Rannala 1997; Larget and Simon 1999; Mau et al. 1999). The Bayesian approach provides a useful computational device for maximum-likelihood estimation, as we illustrate in results. We also suggest a method for assessing the adequacy of the fit of such models to the data.

We assume we have a random sample of \( n \) chromosomes, for each of which we have the DNA sequence of a region of interest. We denote the collection of complete sequence data. Studies of rate variation in hypervariable region I of human mtDNA (cf. Lundstrom et al. 1992b; Wakeley 1993; Excoffier and Yang 1999; Meyer et al. 1999) have emphasized the likely drawbacks of using simple mutation processes such as the infinitely many sites model to analyze data where site-to-site variation is known to occur. Other studies, such as Sigurdardottir et al. (2000), have attempted to take advantage of large, detailed pedigree information to infer mutation rates from observed mutation events.

In this article we develop a Markov chain Monte Carlo (MCMC) approach for studying rate variation for within-population samples of DNA sequences evolving according to a coalescent model (Kingman 1982). Our method generates observations from the posterior distribution of the coalescent tree topology, the coalescence times, and the mutation parameters, conditional on the sequence data observed in the sample. MCMC methods for maximum-likelihood estimation in the coalescent were introduced by Kuhner et al. (1995, 1998), and further developed by Wilson and Balding (1998) in the Bayesian setting. Bayesian MCMC approaches are now available in the phylogenetic setting as well (cf. Yang and Rannala 1997; Larget and Simon 1999; Mau et al. 1999). The Bayesian approach provides a useful computational device for maximum-likelihood estimation, as we illustrate in results. We also suggest a method for assessing the adequacy of the fit of such models to the data.
by discussing whether it is reasonable to use such methods to make inferences about population size and mutation rate separately, rather than, as is more common, estimating a compound parameter that is proportional to their product.

The coalescent: The simplest version of the coalescent assumes that the population is random mating and of a large, constant, effective size \(N\). The coalescent describes the ancestry of a random sample of \(n\) chromosomes taken from the present-day population. For convenience we refer to the time at which the sample was taken as time 0 and let time increase as we look back into the past. For a wide range of models, the probability that two individuals share a common ancestor in the previous generation is \(\sigma^2 / (N - 1)\), where \(\sigma^2\) is the variance of the distribution of the number of offspring produced by a parent in a single generation (Cannings 1974). For convenience we scale time in units of \(N/\sigma^2\) generations so that in a large population a given pair of individuals coalesce at rate 1. As is common, we shall assume \(\sigma^2 = 1\) so that a coalescent time of 1 corresponds to \(N\) generations. Note that this assumption affects the interpretation of estimates of ages and mutation rates on the basis of the data. If the true \(\sigma^2 > 1\) then estimates for times to the MRCA and ages of mutations will most likely be overestimates, with a consequent underestimation of mutation rates. Let \(T_j\) denote the time period during which the sample has \(j\) distinct ancestors. The \(T_j\) have independent exponential distributions with parameter \(j(j - 1)/2\). When a coalescence event occurs, two lines of ancestry are picked, uniformly at random, and are coalesced to form one resulting line. The process of coalescences terminates when a single line of ancestry remains. The genealogy can be viewed as consisting of two components: the topology of the tree structure and the times between coalescent events. We use \(\Lambda\) to denote the topology of the tree and \(T = \{T_1, T_1, \ldots, T_n\}\) to denote the set of coalescence times in the sample. Accessible reviews of the coalescent are given by HUDSON (1991) and DONNELLY and TAVARE (1995), for example.

**MATERIALS AND METHODS**

**Mutation model for sequences:** We use a variety of finite-sites models, in which mutations are assumed to occur according to a model of Felsenstein, described in detail in THORNE et al. (1992). Each model has a transition-transversion parameter \(\kappa\), assumed to be the same at each site, and a rate parameter \(g\) at the \(i\)th of the \(L\) sites in the sequence. Among the parameters of interest is the effective per-site average substitution rate \(\theta\) defined in Equation 4; it may be calculated from the values of \(g\), \(\kappa\), and the base frequencies in the sequences. Further details of the mutation model are deferred to the appendix.

The parameters in the model are denoted by the vector \(M\). In all cases, we treat the unknown rate parameters \(M\) as having a prior distribution, and we simulate observations from the posterior distribution of \(M\) given \(D\). In the most general setting, there are \(L + 1\) rates, resulting in a highly overparameterized model. We therefore examine a number of special cases of this general model, as described below.

**Model 1:** All sites mutate at the same rate, so that \(g = g\) for all sites \(i\). Here \(M = (g, \kappa)\).

**Model 2:** The special case of model 1 in which \(\kappa\) is assumed known, so that \(M = (g)\). This model serves as a simple description of mutation in hypervariable region I of mtDNA. It was used by KUHNER et al. (1995) in their analysis of the same data set.

In the remaining models, we assume \(\kappa\) is known. There are \(L\) rate parameters, and \(M = (g_0, \ldots, g_L)\). To reduce the number of rate parameters we assign each site to one of a number of rate classes. If there are \(c\) classes, then the model has \(c\) rates and \(M = (h_0, \ldots, h_c)\), where \(h_i\) now refers to the common rate for the \(ih\) class. We treat two subcases of this model, one based on a statistical description of rate variation, the second on a biological one.

**Model 3:** MEYER et al. (1999) developed a method for studying rate variation in the hypervariable region I of mtDNA using the Tamura-Nei mutation model (TAMURA and NEI 1993) with gamma rate variation. They used a worldwide sample of sequences to estimate the relative rate at each site in the region. We used their results to classify the sites in hypervariable region I into five different rate classes, assigning all sites that they classified as unvarying to the class with the lowest rate. This classification resulted in 194 sites in the class with the smallest rate, 103 in the next class, 25 in the third and fourth classes, and 17 sites in the most rapidly evolving class. The classification of each site may be obtained from http://hto-e.usc.edu/datasets/mtrates.txt. The mutation rate for each of the five classes is allowed to vary. Thus \(g_i = h_i\) if site \(i\) is assigned to class \(i\). The mutation parameters are \(M = (h_0, h_0, h_0, h_0, h_0)\).

**Model 4:** Here we use just two rate classes, one for purines and one for pyrimidines (cf. LUNDSTROM et al. 1992b). In this case \(M = (h_0, h_0)\). It is reasonable to do this since we observe no transversions in the data.

**Computational approach:** Here we describe our approach for generating observations from the posterior distribution of the mutation parameters \(M\) and features of the tree topology \(\Lambda\) and times \(T\), given the observed sequence data. We define the effective mutation parameter \(\theta/2\) to be the expected number of substitutions per site per unit time that result in a change of base. Details of the derivation of \(\theta\) are given in Equations 4 and 6 in the appendix. Among the issues we address are the sensitivity of the effective mutation parameter \(\theta\) to different mutation models, the effect these differences might have on ancestral inference concerning (for example) the time to the MRCA of the sample, and the adequacy of the fit of the models to the data.

We assume a prior distribution for \(M\) and develop an MCMC method for generating observations from the conditional density \(f(G|D)\) of \(G = (\Lambda, T, M)\) given \(D\). Since the topology of the coalescent is independent of the times of coalescent events, and both are independent of the mutation process, we can write

\[
f(G|D) = \mathbb{P}(D|G)p_\Lambda(\Lambda)p_T(T)p_M(M)/f(D).
\]

The first term on the right can be computed using a peeling algorithm (cf. FELSENSTEIN 1981) and the mutation model we have described. The term \(p_\Lambda(\Lambda)\) on the right of (1) is the coalescent tree topology distribution, \(p_T(T)\) is the density of the coalescence times \(T\), and \(p_M(M)\) is the prior distribution for the mutation rates \(M\). The normalizing constant \(f(D)\) is
unknown and hard to compute. We therefore use a version of the Metropolis-Hastings method (Metropolis et al. 1953; Hastings 1970) to simulate from the required conditional distribution.

Markov chain Monte Carlo method: The algorithm produces correlated samples from a distribution \( \pi \) of interest, in our case \( \pi(G) = f(G|D) \). It starts with an arbitrary choice of \( \Lambda, T, \) and \( M \). New realizations of \( G \) are then proposed and accepted or rejected, according to the basic Metropolis-Hastings method:

1. Denote the current state by \( G = (\Lambda, T, M) \).
2. Output the current value of \( G \).
3. Propose \( G' = (\Lambda', T', M') \) according to a kernel \( Q(G \rightarrow G') \).
4. Compute the acceptance probability
   \[
   h = \min\left\{1, \frac{\pi(G')Q(G \rightarrow G)}{\pi(G)Q(G' \rightarrow G)} \right\}.
   \]
5. Accept the new state \( G' \) with probability \( h \), otherwise stay at \( G \).
6. Return to step 1.

Let \( X(t) \) denote the state of this chain after \( t \) iterations. Once \( X(t) \) has reached stationarity its values represent samples from the distribution \( \pi(G) = \pi(\Lambda, T, M) \). In many cases it is desirable to simulate approximately independent samples from the posterior distribution of interest, in which case we use output from every \( m \)-th iteration for a suitable choice of \( m \).

There are many possible choices for the updating mechanism \( Q(\cdot, \cdot) \). The particular \( Q(\cdot, \cdot) \) we use will impact the efficiency of the scheme, both in terms of speed of computation and rate of approach to stationarity. Furthermore the chain \( X(t) \) must be irreducible and positive recurrent to ensure that the limiting distribution is indeed \( \pi(\Lambda, T, M) \). Informally, the chain \( X(t) \) must be able to reach any feasible state, from any feasible starting point, in a finite period of time. Any of the other updating schemes referenced in the Introduction might be adapted to the problems explored here, but we have chosen to use a version of the scheme given in Markovtsova et al. (2000). For full details we refer the reader to that article, but we now give a brief informal description. The algorithm makes local changes to the tree by picking a random coalescence event and considering this event and the next coalescence event. So if the first event involves the transition from \( k \) ancestors to \( k - 1 \), then we also consider the coalescence involving the transition from \( k - 1 \) to \( k - 2 \) ancestors. We then make a local rearrangement of the lines involved in these two coalescences. We simultaneously propose new times for the periods during which there are \( k \) and \( k - 1 \) ancestors to the sample. These new times may be generated according to the predata coalescent distribution, or according to Normal distributions with mean given by the current values of the times. We update the mutation parameters \( M \) every 10 iterations in the analyses presented in the next section. New values are proposed according to a Normal distribution centered around the currently accepted value.

RESULTS

We ran the updating scheme described in the previous section on the Nuu Chah Nulth data using mutation models 1–4. The output typically appeared to be nonstationary for up to 200,000 iterations of the algorithm. We sampled every 10,000th iteration to approximate a random sample from the stationary distribution. In a bid to be very conservative, and since the algorithms run rapidly, we generally discarded the first 2500 samples and based our analysis on the next 5000 samples. The acceptance rate was typically \( \sim 80\% \). For runs in which we needed to tune a variance parameter the burn-in length varied, but the estimated parameter values were unchanged for the different variances we tried.

One should begin to sample from the process \( X(\cdot) \) once it has ‘reached stationarity.’ There are many heuristic tests for this, none of which is infallible. For a critique see Gilks et al. (1996). Some simple diagnostics are functions of the statistics of interest such as autocorrelations and moving averages. It is also valuable to run the chain from several different, widely spaced, starting points and compare the long-term behavior. We also used the tests contained in the software package CODA (Best et al. 1995). All tests were passed with the exception of the test that indicates the presence of correlation in the log-likelihood series; this could be removed if necessary by sampling less frequently.

Some time might be saved by starting the process from a genealogy \( (\Lambda, T) \) for which \( P(\Lambda, T|D) \) is relatively high. The rationale for this is that it is sensible to start from a region of the state-space that is well supported by the data. As an example of this one might use the UPGMA tree for the data set, as described in Kühner et al. (1995). However, we usually started from random tree topologies since convergence from different starting points is potentially a useful diagnostic for stationarity.

The transition-transversion parameter \( \kappa \): The analysis of model 1 produced a median value of \( \kappa \) of 65.1, with lower and upper quartiles of 32.7 and 162.7, respectively. Note that since the data are consistent with no transversions having occurred during the evolution of the sample, the posterior distribution for \( \kappa \) has a very long right tail and statistics for the mean, which are strongly influenced by outliers, are potentially misleading and are therefore not presented. The median value of \( g \) was \( 6.87 \times 10^{-4} \) and the median value for \( w \) was \( 4.47 \times 10^{-2} \). These results show that the data are consistent with a value of \( \kappa = 100 \), as has previously been used by Kühner et al. (1995) in their analysis of the same data. For the analysis of subsequent models we treated \( \kappa = 100 \) as fixed.

The mutation parameter \( \theta \): Posterior statistics for the per-site average mutation rate \( \theta \) for each of the models are presented in Table 1, and Figure 1 shows the estimated posterior density for each model. We note that the posterior distribution supports higher values for \( \theta \) in model 3. This is largely due to the high mutation rate that is assigned to class 5, which contains 17 sites believed to mutate at the highest rate. The posterior distributions of the per-site mutation rate for each of the five rate classes in model 3 are shown in Figure 2.

Figure 3 shows the posterior distribution of \( \theta \) for the purine and pyrimidine sites in model 4, under which
TABLE 1
Summary statistics for θ

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.041</td>
<td>0.039</td>
<td>0.055</td>
<td>0.041</td>
</tr>
<tr>
<td>Median</td>
<td>0.040</td>
<td>0.038</td>
<td>0.054</td>
<td>0.040</td>
</tr>
<tr>
<td>25th percentile</td>
<td>0.035</td>
<td>0.033</td>
<td>0.046</td>
<td>0.035</td>
</tr>
<tr>
<td>75th percentile</td>
<td>0.047</td>
<td>0.045</td>
<td>0.062</td>
<td>0.047</td>
</tr>
</tbody>
</table>

both mutation rates had uniform prior distributions. The mean rate for purine sites is 0.015 compared to a mean rate of 0.062 for pyrimidine sites. We note the considerable range of plausible values for the pyrimidine rate. We may use the Bayesian approach to estimate the maximum-likelihood estimate (MLE) of the two rates. We obtained estimates of 0.012 for purines and 0.059 for pyrimidines (data not shown). These estimates can be compared to those of Lundstrom et al. (1992a) and Kuhner et al. (1995), who analyze purine and pyrimidine sites separately. The first authors obtained rates of 0.008 for purines and 0.024 for pyrimidines; the second, 0.005 and 0.052, respectively. The joint analysis of the two types of site tells a somewhat different story; the purine rate is much higher than the separate analyses might have predicted. Presumably this arises because, for this particular data set, including information about pyrimidines when analyzing purines happens to encourage trees to be shorter than they would be if purines were analyzed alone.

We conclude by returning to the results from the simplest mutation mechanism, given by model 2. We have taken κ = 100 and a uniform prior on (0, 100) for θ. Since the posterior density of θ is proportional to the likelihood in this case, we may use an estimate of the posterior density to find the maximum-likelihood estimate of θ. From the density shown in Figure 1, we obtained an MLE of \( \hat{θ} = 0.038 \). Kuhner et al. (1995) obtained the value \( \hat{θ} = 0.040 \) for these data, using the same value of κ. The difference in estimates arises from a combination of the parameters chosen for the density estimation, the different approaches to the optimization, and noise. From an estimate of the curvature of the log density we get an estimate of the standard error of \( \hat{θ} \) of 0.010, resulting in an ~95% confidence interval of (0.018, 0.058). The Watterson (1975) estimator of \( θ \), based on 26 segregating sites in the data, is 0.015 with an estimated standard error of 0.005; the 95% confidence interval for \( θ \) is then (0.005, 0.025). The lower value obtained using the Watterson estimator is expected, because multiple mutations at the same site are ignored.

**Goodness-of-fit:** The adequacy of the fit of these models can be assessed using a variant of the parametric bootstrap. We simulated observations from the posterior distribution of \((L, T, M)\), and for each of the trees \((L, T)\) we then simulated the mutation process with parameters specified by \(M\). The distribution of certain summary statistics observed in the simulated data is found, and the values of the statistics actually observed in the data are compared to these distributions. We chose to use the number of haplotypes, the maximal haplotype frequency, the haplotype homozygosity, the number of segregating sites, and a measure of nucleotide diversity. In practice, we use the output from the MCMC runs to generate the observations on \((L, T, M)\).

![Figure 1](image)

**Figure 1.**—Posterior density of per site mutation rate θ for each model.
In Table 2 we give the results of this comparison for models 2 and 3 using 4000 values from each posterior distribution. In principle, for a perfect fit, we might expect to see ~50% of the simulations with values less than or equal to the observed value in the data. The criteria for accepting our model would be that the observed values fall with the central 95% of the distribution generated by the simulations. There is some evidence that the constant rate model fits less well than the variable rate case, particularly regarding the haplotype distribution. The number of segregating sites seen in each of the classes in model 3 also seems to fit reasonably well. The total number of segregating sites observed in the bootstrap samples gives some evidence of lack-of-fit; both models predict more segregating sites than are generated by the simulations. There is some evidence

\[ \text{Figure 2.—Posterior density of per site } \theta \text{'s for model 3.} \]

\[ \text{Figure 3.—Posterior density of per site } \theta \text{ for purines and pyrimidines under model 4.} \]
discrepancy might be that the models are not allowing for a high enough level of rate heterogeneity and therefore do not typically produce enough recurrent mutations. The mutations that do occur will then tend to be spread over a greater number of sites. A model that allows for more than five different mutation rate classes may well produce a better fit.

The distribution of time to the most recent common ancestor: Posterior statistics for the time to the most recent common ancestor (TMRCA) are given in Table 3, and the corresponding posterior densities appear in Figure 4. The prior distribution of the time to MRCA of a sample of \( n = 63 \) has a mean of \( 2(1 - 1/63) = 1.97 \). With an effective size of \( N = 600 \), a 20-year generation time, and a value of \( \sigma^2 = 1 \) for the variance of the offspring distribution, this is \( \sim 23,600 \) years. The posterior distribution for each of the models presented here suggests that times considerably less than this are most likely. Note that the mean TMRCA for model 3 is slightly lower than that for the other models. This is a reflection of the higher estimate for \( \theta \) under this model. Griffiths and Tavaré (1994) used the infinitely many sites model to obtain a mean posterior TMRCA of 14,400 years on the basis of an estimated per site mutation rate \( u \).

### Table 2

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Observed value</th>
<th>Fraction of simulations ( \leq ) observed value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. segregating sites</td>
<td>26</td>
<td>0.51</td>
</tr>
<tr>
<td>No. segregating in Class 1</td>
<td>0</td>
<td>0.51</td>
</tr>
<tr>
<td>No. segregating in Class 2</td>
<td>9</td>
<td>0.51</td>
</tr>
<tr>
<td>No. segregating in Class 3</td>
<td>6</td>
<td>0.35</td>
</tr>
<tr>
<td>No. segregating in Class 4</td>
<td>6</td>
<td>0.35</td>
</tr>
<tr>
<td>No. segregating in Class 5</td>
<td>8</td>
<td>0.20</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time to MRCA</td>
<td>7800</td>
<td>8100</td>
<td>7100</td>
<td>7900</td>
</tr>
<tr>
<td>Mean</td>
<td>7400</td>
<td>7700</td>
<td>6800</td>
<td>7500</td>
</tr>
<tr>
<td>Median</td>
<td>6200</td>
<td>6500</td>
<td>5700</td>
<td>6300</td>
</tr>
<tr>
<td>25th percentile</td>
<td>9000</td>
<td>9300</td>
<td>8300</td>
<td>9100</td>
</tr>
<tr>
<td>75th percentile</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Simultaneous estimation of \( N \) and \( u \): Several authors (e.g., Tavaré et al. 1997; Wilson and Balding 1998) have developed Bayesian methods that make inferences about the mutation rate \( u \) and the population size \( N \) separately. In the absence of other information, the statistical features of the sequence data are a consequence of the value of the compound mutation parameter \( v = 2Nu \). Here we examine the influence of the assumed prior on the joint posterior distribution of \( N \) and \( u \).

We illustrate this by considering the Nuuc Nulth data set once more. For simplicity we consider a case for which the prior distribution for \( N \) is uniform over the positive real line; this can be thought of as illustrating a case in which we wish to estimate an unknown effective population size. Using this framework the mode of the posterior distribution of \( N \) is the maximum-likelihood estimate of the population size. We use several different Normal prior distributions for \( u \) to indicate the influence of prior distribution of \( u \). The mean of the Normal prior distribution for \( u \), \( 7.6 \times 10^{-5} \), was chosen to be consistent with the results for \( \theta \) given in this article. We vary \( \sigma \), the standard deviation of the Normal prior, to reflect differing levels of uncertainty about \( u \). We show results for three cases: case 1 for \( \sigma = 10^{-4} \), case 2 for \( \sigma = 2 \times 10^{-5} \), and case 3 for \( \sigma = 10^{-4} \). In all three cases the posterior distributions for the compound parameter \( v = 2Nu \) are practically identical, regardless of the choice of prior for \( u \) (see Figure 6, in which the posterior densities of the per-site effective mutation rate \( \theta \) are plotted).

However, the similarity of the posterior distributions for \( \theta \) conceals a more complicated story. In Figure 6 we show the posterior distributions of \( N \) and \( u \) for each of cases 1, 2, and 3. In each case, the central plot is a scatter plot showing sampled values of \( N \) and \( u \). Along the edges of each scatter plot are the corresponding marginal distributions of \( N \) and \( u \).

As we can see, \( N \) is highly correlated with \( u \). While the marginal distributions look well behaved, they hide the nonidentifiability that is revealed in the scatter plot. The correlation is not apparent in case 1, because the choice of prior for \( u \) has restricted the parameters to a small region. The data, in isolation, can be used only for inference about \( v \) (or \( \theta \), a multiple of \( v \)). The data support a particular posterior distribution for \( v \), the single evolutionary parameter. The choice of priors for \( N \) and \( u \) dictates the way in which the posterior distribution for \( v \) is decomposed into separate distributions. For example, if one uses a tight prior for \( u \), i.e., a prior with low variance as in case 1, one attains a relatively low variance for the posterior distribution of \( N \). However, if one assigns a prior with high variance to \( u \), as in case 3, the posterior for \( N \) changes dramatically. In the limit, when we fix \( u \), for example, the posterior distribution...
for $N$ has a small variance. However, in this situation, the posterior for $N$ is a rescaling of the posterior for $v$. In a Bayesian framework it is natural for the choice of prior to influence the shape of the posterior distribution, but it is important to be aware of the extent of this influence when interpreting the results. Consequently, we feel there is merit to such an analysis only if one has strong beliefs about one of the two parameters. The same observations apply to analyses using related approaches, as in Tavare et al. (1997), and Wilson and Balding (1998).

We have deliberately chosen widely differing priors for $u$ to illustrate the points made here. However, the priors are not unreasonable and the results presented stress the vital role played by the choice of prior distributions. In the absence of any prior information the parameters $u$ and $N$ are confounded in the following sense: any combination of $u$, $N$ and $u'$, $N'$ such that $uN = u'N'$ will have the same posterior likelihood, hence the behavior seen in Figure 6. The presence of a prior distribution for $N$ and/or $u$ lessens the degree of confounding, although, as can be seen, priors offering reasonable support to a wide range of parameter values will still leave a large degree of nonidentifiability.

**DISCUSSION**

We have described an MCMC approach that allows for the estimation of mutation parameters and statistics, such as the time to the MRCA, in a Bayesian setting. Such a setting allows reasonable prior information to be included in the analysis, possibly avoiding some of the confounding issues that might otherwise be present. This approach also provides an alternative method for finding more traditional maximum-likelihood estimates of mutation rates by using noninformative priors.

We noted that the adequacy of the model may be assessed using a parametric bootstrap based on simulating the mutation process using trees and mutation parameters simulated from the posterior distribution. We saw that the distribution of quantities such as the TMRCA of the sample is highly dependent on the mutation model used. For the variable rate model with five rate classes, which provides an adequate fit to the data, the estimated mean TMRCA is about one-half that estimated using an infinitely many sites model. This example emphasizes the need for caution in practical applications of theoretical approaches to ancestral inference.

It is straightforward to adapt the algorithm given in this article to allow for other demographic scenarios.
Figure 6.—Posterior distributions for $N$ and $u$. Top left, case 1. Top right, case 2. Bottom left, case 3. Bottom right, posterior density of $\theta$.

such as deterministic population size fluctuations. It is also straightforward to adapt the algorithm to include different mutation models. For an example concerning the age of a unique event polymorphism, see Markovtsova et al. (2000). We are currently developing an approach to rate variation that allows sites to change the rate class to which they belong, in contrast to the approach described in this article in which the class is fixed. Code that implements the methods described in this article is available in the form of C++ source code and executables from the authors and at http://hto-e.usc.edu.
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APPENDIX

Mutation model: We model only the effects of base substitutions, which we assume to occur according to a finitely many sites model as follows. In copying a sequence of L sites from one generation to the next, a potential substitution occurs with probability \( u \). This potential substitution occurs at site \( i \) with probability \( p_i \), where \( p_i \geq 0 \) and \( p_1 + \cdots + p_L = 1 \). Values of \( p_i = 0 \) correspond to invariable sites, and differences in the \( p_i \) reflect heterogeneities in the substitution rates at each site. A potential substitution at site \( i \) changes a base from \( j \) to \( k \) with probability \( p_{ijk} \). Here and in what follows we number the bases \( A, G, C, T \) as \( 1, 2, 3, 4 \), respectively. The mutation matrices \( P^{(i)} \) can in principle be different, but here we assume they are identical,

\[
P^{(i)} := P, \quad i = 1, 2, \ldots, L,
\]

so that we can focus on the effects of rate variation alone. We assume that \( P \) has stationary distribution \( \pi = (\pi_0, \pi_\sigma, \pi_\sigma, \pi_\sigma) \), so that at stationarity a randomly chosen sequence looks as though its bases are independent copies of \( \pi \). In common with most studies of molecular variation we assume that \( \pi \) is known, usually from estimates of the proportion of each base in the set of sequences being analyzed.

In the coalescent setting, we define

\[
v = 2Nu,
\]

so that the locations of potential substitutions at each site on the branches of the coalescent tree evolve as independent Poisson processes, the process for site \( i \) having rate \( v_i/2 \), where \( v_i = v p_i \). At any substitution point, the current base at site \( i \) is changed according to the transition matrix \( P \). We note that not all potential substitutions have to result in changes to the existing base at a site, as \( p_{ij} > 0 \) is allowed. The effective substitution rate \( \theta_i/2 \) at site \( i \) is the expected number of substitutions per unit time that results in a change in base at site \( i \):\n
\[
\theta_i/2 = v_i/2 \sum_j \pi_j (1 - p_{ij}). \tag{3}
\]

We write \( \Theta = \theta_1 + \cdots + \theta_L \) for the overall effective mutation rate and

\[
\theta = \Theta/L \tag{4}
\]

for the average rate per site.

It remains to specify the form of \( P \). Since our applications focus on mitochondrial DNA, in which transitions occur with much higher frequency than transversions, we use a model of Felsenstein. When a potential substitution occurs, it may be one of two types: \textit{general}, in which case an existing base \( j \) is substituted by a base of type \( k \) with probability \( \pi_{jk} \), \( 1 \leq j, k \leq 4 \); or \textit{within-group}, in which case a pyrimidine is replaced by \( C \) or \( T \) with probability proportional to \( \pi_{EC} \) and \( \pi_{ET} \), respectively, and a purine is replaced by \( A \) or \( G \) with probability proportional to \( \pi_{AE} \) and \( \pi_{AT} \) respectively. The conditional probability of a general mutation is defined to be \( 1/(1 + \kappa) \), while the conditional probability of a within-group mutation is defined to be \( \kappa/(1 + \kappa) \), where \( \kappa \geq 0 \) is the transition-transversion parameter. If we write

\[
g_i = \frac{v_i}{2(1 + \kappa)}, \quad w_i = \kappa g_i, \tag{5}
\]

then \( \kappa \) is the ratio of the within-class to general substituti-
tion rates. From (3), the effective mutation rate at site 

\[ i \] is given by

\[ \frac{\theta}{2} = g \left( 1 - \sum_{j=1}^{4} \pi_j \right) + 2w \left( \frac{\pi_i \pi_G}{\pi_A + \pi_G} + \frac{\pi_i \pi_T}{\pi_C + \pi_T} \right). \]

(6)

We denote by \( r_{j}(t, g, w) \) the probability that a base of type \( j \) has changed to a base of type \( k \) a time \( t \) later, when the rate parameters in (5) are given by \( g \) and \( w \), respectively. Thorne et al. (1992) show that

\[
\begin{aligned}
    & r_{j}(t, g, w) = \\
    & \begin{cases} 
        e^{-(\omega+\epsilon t)} + e^{-\epsilon t}(1 - e^{-\omega}) \frac{\pi_k}{\pi_{j(k)}} + (1 - e^{-\epsilon}) \pi_j, & j = k \\
        e^{-\epsilon t}(1 - e^{-\omega}) \frac{\pi_k}{\pi_{j(k)}} + (1 - e^{-\epsilon}) \pi_j, & j \neq k, H(j) = H(k) \\
        (1 - e^{-\epsilon}) \pi_j, & H(j) \neq H(k),
    \end{cases}
\end{aligned}
\]

where \( \pi_i = \pi_A + \pi_G, \pi_j = \pi_C + \pi_T \), and \( H(i) \) denotes whether base \( i \) is a purine or a pyrimidine, so that \( H(A) = H(G) = R \) and \( H(C) = H(T) = Y \).

The Hastings ratio: Writing \( G = (\Lambda, T, M) \), the kernel \( Q \) can be expressed as the product of three terms:

\[ Q(G \rightarrow G') = Q(\Lambda \rightarrow \Lambda') Q(T \rightarrow T'|\Lambda \rightarrow \Lambda') Q(M \rightarrow M'). \]

Consequently the Hastings ratio appearing in (2) can be written in the form

\[
\frac{P(D|G')}{P(D|G)} \frac{p_\lambda(M')}{p_\lambda(M)} \frac{Q_\lambda(M' \rightarrow M)}{Q_\lambda(M \rightarrow M')},
\]

(8)

the unknown term \( f(D) \) canceling. We can further simplify (8) by noting that, since pairs of lines are chosen uniformly to coalesce, all topologies are, \( a \), priori, equally likely. Hence \( p_\lambda(\Lambda') = p_\lambda(\Lambda) \). Furthermore, our transition kernel changes only two of the times on the tree, \( T_i \) and \( T_{i-1} \), say. Finally, it is easy to show that \( Q(\Lambda \rightarrow \Lambda') = Q(\Lambda' \rightarrow \Lambda) \), reducing (8) to

\[
\frac{P(D|G')}{P(D|G)} \frac{p_\lambda(T')}{p_\lambda(T)} \frac{f(l) f_{l-1}(l)}{f(l) f_{l-1}(l)} \frac{Q_\lambda(M' \rightarrow M)}{Q_\lambda(M \rightarrow M')},
\]

(9)

where \( f_1(\cdot) \) and \( f_{l-1}(\cdot) \) are the densities of the time updating mechanism at levels \( l \) and \( l-1 \). If one uses a transition kernel that proposes new times that are exponential with parameter \( l(l-1)/2 \) at level \( l \) (i.e., the unconditional coalescent distribution for times), then further cross-cancellation reduces (9) to

\[
\frac{P(D|G')}{P(D|G)} \frac{p_\lambda(M')}{p_\lambda(M)} \frac{Q_\lambda(M' \rightarrow M)}{Q_\lambda(M \rightarrow M')},
\]

(10)

A similar simplification also follows if one proposes new mutation rates independently of the currently accepted rate.