Heterogeneity of Microsatellite Mutations Within and Between Loci, and Implications for Human Demographic Histories
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Abstract

Microsatellites have been widely used to reconstruct human evolution. However, the efficient use of these markers relies on information regarding the process producing the observed variation. Here, we present a novel approach to the locus-by-locus characterization of this process. By analyzing somatic mutations in cancer patients, we estimated the distributions of mutation size for each of 20 loci. The same loci were then typed in three ethnically diverse population samples. The generalized stepwise mutation model was used to test the predicted relationship between population and mutation parameters under two demographic scenarios: constant population size and rapid expansion. The agreement between the observed and expected relationship between population and mutation parameters, even when the latter are estimated in cancer patients, confirms that somatic mutations may be useful for investigating the process underlying population variation. Estimated distributions of mutation size differ substantially amongst loci, and mutations of more than one repeat unit are common. A new statistic, the normalized population variance, is introduced for multilocus estimation of demographic parameters, and for testing demographic scenarios. The observed population variation is not consistent with a constant population size. Time estimates of the putative population expansion are in agreement with those obtained by other methods.

Microsatellites, also called simple tandem repeat polymorphisms (STRPs), are an abundant group of repetitive DNA sequences with repeat units up to six nucleotides long. Their high level of variation in the number of repeat units is thought to reflect their high mutation rate (Tautz and Schlotterer 1994). Microsatellites have become important in genetics because they are involved in the phenomenon of repeat expansion and instability and, as excellent markers for genetic analysis, they have potential for the study of population processes.

Instability of simple sequences is responsible for a number of genetic diseases. There are two main types of instability. The first involves a single locus at a time and is characterized by expansion of the repeat and increased mutation rate at the germline and often somatic level (Ashley and Warren 1995). In most cases linkage disequilibrium studies have shown that only a subset of the chromosomes carrying a normal size allele are susceptible to expansion, raising the questions of whether and how the mutational processes producing the normal and the expanded alleles are mechanistically related (Lilbert et al. 1993; MacDonald et al. 1992; Neville et al. 1994; Richards et al. 1992; Tanaka et al. 1996). The second type of instability is observed at the somatic level in cancer tissue; it is not associated with repeat expansion and involves many microsatellite loci per individual genome (Aaltonen et al. 1993; Thibodeau et al. 1993). The vast majority of hereditary colon cancer patients and 11–28% of sporadic colon cancer patients are characterized by microsatellite instability (Honchel et al. 1995), i.e., the accumulation of somatic mutations in their cancer tissue. In hereditary colon cancer patients, this phenomenon, also called mutator phenotype, is due to defects in mismatch repair. In contrast, only about 43% of sporadic colon cancers with microsatellite instability have mutations in mismatch repair genes (Liu et al. 1995). Thus, the molecular bases of microsatellite instability in these patients are not completely understood; it is possible that other genes controlling genome stability may be altered in sporadic cancers with microsatellite instability. Mismatch repair corrects mispairs and insertion/deletion loops that occur spontaneously during DNA metabolic processes such as replication and recombination (Fishel and Wilson 1997; Kolodner 1996). This suggests particular interest in the case of STRP loci because they are normally prone to forming such structures through slipped
strand mispairing (Levinson and Gutman 1987). Thus, somatic mutations of microsatellites in cancer may generally result from defects in replication fidelity. It may be hypothesized that the main difference between normal and cancer cells with microsatellite instability is that the latter, lacking the ability to correct mutations, simply show higher mutation rates, but do not differ in the mutation mechanism.

The high degree of polymorphism, with alleles that can be typed by automated assays, makes microsatellites promising candidates as tools for the study of population processes. However, certain assumptions about the mode of producing length variation are needed to relate the variation among populations to population genetic processes. The mechanism of slipped strand mispairing leads to a process generating gain or loss of repeat units. The most important implication is that alleles with the same repeat number may not be identical by descent because several mutations may have produced the same allele more than once. The stepwise mutation model, which assumes mutational changes of one repeat unit, is potentially suitable for describing microsatellite variation in populations (Shriver et al. 1993; Valdes et al. 1993). However, there may be substantial variation in mutation size among alleles as well as across different loci. In particular, the analysis of population patterns has led to the proposal that microsatellites mutate most frequently by gain or loss of one repeat unit, but more rare mutations of larger amplitude also occur (Di Rienzo et al. 1994). Such mutation events, even if rare, may complicate the interpretation of population patterns of variation. Several worldwide surveys of STRP variation have been carried out in human populations (Bowcock et al. 1994; Deka et al. 1995; Goldstein et al. 1995; Jorde et al. 1997). Some of these studies concluded that genetic distances based on the infinite allele model “perform” better than those based on the stepwise mutation model with regard to the reconstruction of human evolution (Jorde et al. 1995; Perez-Lezaun et al. 1997). These data taken together raise the possibility that microsatellite loci may vary in mutation processes and that the strict formulation of the stepwise mutation model may not be directly applicable to human population variation.

In this paper, we characterized the process generating variation in human populations at 20 microsatellite loci, on a locus-by-locus basis, to investigate possible interlocus heterogeneity of mutation patterns. This was done by analyzing the somatic mutations detected in a large sample of colon cancer patients. To determine whether the observed somatic mutations in cancer indeed reflect the “real” mutation process, the same microsatellites were typed in three population samples from different ethnic backgrounds. This approach allowed us to determine that the patterns of mutation in cancer are consistent with the pattern of population variation, implying that somatic mutations in cancer cells are useful for estimating the parameters of the “real” mutation process (Di Rienzo et al. 1995). We also developed new multilocus methods for the estimation of demographic parameters and for testing different demographic scenarios. The application of these methods to our present dataset suggests that the observed pattern of microsatellite variation is not consistent with a history of constant population size.

MATERIALS AND METHODS

Patient material: Study subjects were identified through a search of the Northwestern Memorial Hospital Tumor Registry, Chicago, IL. All patients with adenocarcinoma of the colon who had their primary diagnosis and primary resection of their colon carcinoma at Northwestern Memorial Hospital between January 1, 1984 and December 31, 1988 (219 cases) were identified. The original slides for each patient were reviewed by a pathologist (G.K.H.) and sections of tumor and normal tissue were cut from paraffin-embedded tissue blocks. The presence of tumor or normal tissue was confirmed by an additional hematoxylin and eosin stained slide. Additional sections were then cut from each block and the normal and tumor portions of the sections separated. DNA was then extracted from the tissue sections as described in Wright and Manos (1990).

Population samples: Sardinia (Italy) and Kiangang (Brazil) population samples were randomly selected from previously described samples in Di Rienzo and Wilson (1991) and (Bellisch et al. 1992), respectively. The DNAs were extracted either from placental tissue or peripheral blood of unrelated individuals selected from the general population. A Luo sample consists of unrelated healthy male blood donors collected in Sardinia, Kenya. Peripheral blood samples were obtained and the DNA was extracted according to a standard phenol-chloroform protocol. Each population sample consisted of 46 individuals.

Typing protocol: For both population and patient tissue samples, we used a typing protocol based on radioactively end labeling of one of the PCR primers as described in Di Rienzo et al. (1994). Population samples were amplified by using the following cycling profile: initial denaturation at 94° 2 min; 9 cycles of 94° 5 sec, 92° 30 sec, 55° 1 min, 72° 1 min; 31 cycles of 90° 40 sec, 55° 1 min, 72° 1 min; final extension at 72° 5 min. The patient tissue DNA samples were amplified with the same cycling profile by doubling the duration of each step except for the final extension. The tetranucleotide repeat at locus D19S244 was amplified using a radioactive incorporation protocol described in Weber and Wong (1993). PCR products were separated on 6% denaturing polyacrylamide gels and exposed to autoradiography film. Samples from the Centre d’Etudes du Polymorphisme Humain (CEPH) (Paris) database that have been widely used as size markers were run on each gel to ensure consistent allele identification across gels. Each gel was scored independently by two readers to check for consistency. In addition, every instance of instability was amplified and electrophoresed twice and classified as a somatic mutation only when a consistent pattern was obtained in at least two assays.

Estimating mutation sizes: Owing to the high degree of heterozygosity of microsatellites, it was not possible to determine unequivocally which of the two alleles in the normal tissue mutates to produce the additional band(s) observed in the tumor DNA. We describe here four methods for estimating the distribution of mutation sizes at a locus from tumor data. Measure length in repeat copy number and suppose I mutant alleles are observed at a particular locus. Write },
Y_{i,j} = 1, 2, \ldots, n$ for the two possible mutation sizes for each of the somatic mutations observed, with these values being negative if mutation reduces allele length and positive otherwise. Each of the methods used effectively assigns a probability, $p_{i,j}$, that for the $i$th mutant, the mutation was of size $Y_{i,j}$. Probability $p_{i,1} = 1 - p_{i,2}$ is then defined to be the probability that the mutation was of size $Y_{i,1}$. Having chosen values for the $p_{i,j}$, the underlying distribution of mutation size is estimated to give probability

$$
\gamma(k) = \frac{1}{n} \sum_{i,j=1}^{n} p_{i,j}
$$

(1)

to changes of value $k$. That is, to estimate the probability of a change of a particular size $k$, add up the probabilities assigned to each of the $n$ possible observed changes that take the value $k$ and divide by $n$.

The simplest method assumes that the mutation was definitely of the smaller of the two possible (absolute) values. That is, it puts $p_{i,1} = 1$ if $|Y_{i,1}| < |Y_{i,2}|$, $p_{i,2} = 1/2$ if $|Y_{i,1}| = |Y_{i,2}|$, and $p_{i,1} = 0$ if $|Y_{i,1}| > |Y_{i,2}|$.

Two natural Bayesian methods make specific prior assumptions about the relationship between the probabilities of certain changes and the size changes involved. One such assumes a priori that the probabilities of certain changes decrease inversely with the (absolute) length of the change. Write $f_{i,j} = 1/|Y_{i,j}|$. Then put

$$
p_{i,j} = \frac{f_{i,j}}{f_{i,1} + f_{i,2}}
$$

(2)

If it is assumed a priori that probabilities decrease inversely with the square of the length change, one simply uses (2) with $f_{i,j}$ redefined as $1/Y_{i,j}^2$.

Each of the three methods just described tries to encapsulate the belief that of the two possible (absolute) changes, the smaller one is thought more likely than the larger one. The first method always adopts the smaller change, the third has a strong bias toward the smaller (absolute) change, and the second has a less marked bias toward the smaller (absolute) change. A comparison between the results of each of these methods and maximum likelihood estimation is given in Figure 1.

The maximum likelihood estimate of the underlying mutation size distribution cannot be found directly. Instead, we used the expectation maximization (EM) algorithm to approximate the maximum likelihood estimate (Dempster et al. 1977). The algorithm repeatedly updates estimates of the $\gamma(k)$ in a two stage process. First, we put all the $p_{i,j}$, and define $\gamma(k)$ as in (1). Then repeat sequentially each of the two steps below until respective values of the $\gamma$s agree very closely in successive iterations. (1) Calculate the $p_{i,j}$ from (2) with $f_{i,j} = \gamma(Y_{i,j})$, for the current values of the $\gamma$s. (2) Using then the current values of the $p_{i,j}$, calculate new values for the $\gamma$s from (1).

Having estimated the mutation size distribution, we estimate its mean square by

$$
\eta_2 = \sum_{k=1}^{n} k^2 \gamma(k).
$$

(3)

Some of the literature relates population statistics to the variance of the mutation size distribution. Such analyses typically assume that the mean of the mutation size distribution is 0, in which case the variance and mean square of the distribution are identical. In appendix i, we extend the theoretical results to general mutation size distributions. In this more general setting, the mean square of the distribution, rather than its variance, plays the central role.

Finally, we note that in connection with the constant population size scenario described below, some numerical adjust-

### RESULTS

**Microsatellite instability screening:** To observe an adequate number of somatic mutation events at each microsatellite locus, we used surgical specimens from patients with sporadic colon cancer as a source of paired normal and tumor DNA. Normal and tumor DNA patterns at 22 autosomal and two X-linked microsatellites were compared in each patient to detect somatic mutations (Table 1). A somatic mutation was considered to have occurred when there were one or more bands in the tumor tissue that were absent in the normal tissue (Figure 2). The fact that the same bands are seen in the normal and tumor tissue in the presence of an extra band can be explained either by the presence of some normal tissue in the tumor tissue sample or by the fact that the somatic mutation occurred after the onset of tumor growth. The average rate of instability per patient was 9.13%, with a slightly higher rate in tetranucleotide repeats compared to the di- and trinucleotide repeats.

**Patterns of somatic mutations:** Heterogeneity of mutation sizes may account for many of the inter-locus differences in population patterns of variability as well as the propensity to produce extreme size alleles, such as those leading to expanded triplets. Therefore, we examined the somatic mutation data to estimate the distribution of mutation sizes for each STRP. Because the mutation patterns described above (e.g., Figure 2) do not allow unequivocal determination of mutation size, we used the EM algorithm, as described in materials and methods, to produce maximum likelihood estimates of the distribution of mutation sizes in the colon cancer patients. The distributions, shown in Figure 3, vary greatly in shape and range, supporting the idea that microsatellites may differ significantly in mutation patterns.

In our estimation we ignored the possibility of “double” (or higher) mutations, in which an observed mutant allele has undergone more than one mutation event, via unobserved intermediate alleles, from the progenitor normal allele. The growing tumor represents an exponentially expanding population of cells, and standard population genetics theory suggests that it is unlikely that mutant alleles that arise during growth will subsequently be lost to the population. Additional, empirical, support for our assumption comes from the fact that most individuals had at most one observable mutation.
### Table 1

Screening for microsatellite instability at 24 loci

<table>
<thead>
<tr>
<th>Locus</th>
<th>Repeat type</th>
<th>Chr</th>
<th>GDB no.</th>
<th>No. of patients</th>
<th>Tested</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCC</td>
<td>DINUC</td>
<td>18</td>
<td>162735</td>
<td>15</td>
<td>202</td>
</tr>
<tr>
<td>D8S164</td>
<td>DINUC</td>
<td>8</td>
<td>160831</td>
<td>24</td>
<td>212</td>
</tr>
<tr>
<td>D19S49</td>
<td>DINUC</td>
<td>19</td>
<td>158604</td>
<td>21</td>
<td>208</td>
</tr>
<tr>
<td>D19S178</td>
<td>DINUC</td>
<td>19</td>
<td>160842</td>
<td>13</td>
<td>218</td>
</tr>
<tr>
<td>D22S156</td>
<td>DINUC</td>
<td>22</td>
<td>158863</td>
<td>9</td>
<td>218</td>
</tr>
<tr>
<td>D12S59</td>
<td>DINUC</td>
<td>12</td>
<td>160892</td>
<td>21</td>
<td>220</td>
</tr>
<tr>
<td>D19S47</td>
<td>DINUC</td>
<td>19</td>
<td>158602</td>
<td>23</td>
<td>218</td>
</tr>
<tr>
<td>MYC</td>
<td>DINUC</td>
<td>8</td>
<td>156494</td>
<td>15</td>
<td>217</td>
</tr>
<tr>
<td>CRYGB</td>
<td>TRINUC</td>
<td>2</td>
<td>155416</td>
<td>6</td>
<td>206</td>
</tr>
<tr>
<td>D13S308</td>
<td>TRINUC</td>
<td>13</td>
<td>210978</td>
<td>22</td>
<td>221</td>
</tr>
<tr>
<td>D5S373</td>
<td>TRINUC</td>
<td>5</td>
<td>162873</td>
<td>19</td>
<td>218</td>
</tr>
<tr>
<td>D5S556</td>
<td>TRINUC</td>
<td>5</td>
<td>209058</td>
<td>10</td>
<td>208</td>
</tr>
<tr>
<td>D6S366</td>
<td>TRINUC</td>
<td>6</td>
<td>162758</td>
<td>18</td>
<td>216</td>
</tr>
<tr>
<td>DM</td>
<td>TRINUC</td>
<td>19</td>
<td>523959</td>
<td>11</td>
<td>214</td>
</tr>
<tr>
<td>DRPLA</td>
<td>TRINUC</td>
<td>12</td>
<td>303908</td>
<td>20</td>
<td>208</td>
</tr>
<tr>
<td>DXS101</td>
<td>TRINUC</td>
<td>X</td>
<td>207649</td>
<td>27</td>
<td>214</td>
</tr>
<tr>
<td>CSF1R</td>
<td>TETNUC</td>
<td>5</td>
<td>156913</td>
<td>23</td>
<td>219</td>
</tr>
<tr>
<td>D4S243</td>
<td>TETNUC</td>
<td>4</td>
<td>161149</td>
<td>29</td>
<td>213</td>
</tr>
<tr>
<td>DXS981</td>
<td>TETNUC</td>
<td>X</td>
<td>162916</td>
<td>23</td>
<td>216</td>
</tr>
<tr>
<td>D4S1643</td>
<td>TETNUC</td>
<td>4</td>
<td>689648</td>
<td>29</td>
<td>218</td>
</tr>
<tr>
<td>D4S1647</td>
<td>TETNUC</td>
<td>4</td>
<td>691158</td>
<td>29</td>
<td>219</td>
</tr>
<tr>
<td>D19S244</td>
<td>TETNUC</td>
<td>19</td>
<td>162356</td>
<td>29</td>
<td>202</td>
</tr>
<tr>
<td>D19S252</td>
<td>TETNUC</td>
<td>19</td>
<td>162366</td>
<td>18</td>
<td>208</td>
</tr>
<tr>
<td>TH</td>
<td>TETNUC</td>
<td>11</td>
<td>225009</td>
<td>3</td>
<td>211</td>
</tr>
</tbody>
</table>

Some care should be exercised in interpreting the estimated distributions shown in Figure 3. For the distributions that show a wide range of possible mutation sizes (e.g., D8S164), the sample sizes do not allow precise inferences about the underlying distribution. For example, the apparently “ragged” estimated distributions may arise even if the underlying distribution is much smoother. However, the number of observed mutations for these loci is comparable with those for loci showing a small range of mutation sizes (compare, for example, D8S164 and DXS981 each with 24 and 23 patients with somatic mutations) (see Table 1). Note that in estimating an unknown distribution, the method of maximum likelihood will tend to produce “clumped” estimates.

In addition to the maximum likelihood method, we implemented three natural Bayesian methods for estimating the underlying distribution of mutation sizes. These correspond respectively to the prior assumption that: (1) the shorter of the two possible mutation sizes occurred; (2) the probability of a given mutation size is inversely proportional to that size; and (3) the probability of a mutation size is inversely proportional to the square of that size. Broadly, these methods gave estimates similar to those obtained by maximum likelihood. Figure 1 illustrates the four estimated distributions for two representative loci. Our subsequent analysis only uses the mean square of the distribution estimated by the maximum likelihood method, i.e., the average squared mutation size, and neither this quantity nor our subsequent conclusions are sensitive to the estimation method.

It was previously proposed that microsatellites evolve directionally with a bias toward increase of repeat number (Rubinsztain et al. 1995). We examined this hypothesis by calculating the average mutation size in the estimated distribution for each locus. However, the numbers of loci with an average above and below zero were approximately equal, suggesting that any bias is either too weak to be detected in this analysis or it does not occur at the mutational level.

**Population data:** The pattern of population variation for a genetic locus depends on the features of the mutation process of the locus and the demography of the population examined. To test whether the somatic mutations in cancer tissue follow the same rules as the “real” mutation process underlying the population variation, we typed 16 of the same microsatellite loci in three population samples from different ethnic backgrounds: the Sardinian population from Europe, the Luo from Kenya, and the Kaingang from Brazil. These populations were chosen to maximize, within the human evolutionary timescale, the amount of independent evolution. Hence, the alleles observed in these populations may well share only a small part of their mutational variation.

![Figure 1](image1.png)

**Figure 1.—** Comparison of four methods to estimate distributions of mutation size for loci D4S1643 and DCC. (A) The shorter of the two possible mutation sizes is assumed to have occurred; (B) the probability of a given mutation size is inversely proportional to that size; (C) the probability of a given mutation size is inversely proportional to the square of that size; (D) maximum likelihood estimate through the EM algorithm.

![Figure 2](image2.png)

**Figure 2.—** Detection of somatic mutations in colon cancer patients at loci D19S244 and D4S1643. Arrows point to the bands observed in the tumor tissue lane (T) and absent from the normal tissue lane (N) which are the result of somatic mutations.
Estimated distributions of mutation size

Figure 3.—Maximum likelihood estimates of the distribution of mutation size for 20 microsatellite loci.
history. Compared to the other populations, the Kain-gang showed a lower degree of genetic heterogeneity, a higher homozygosity, and a lower number of alleles (Table 2). These results are in agreement with other surveys of genetic variation in Amerindian populations, and suggest a smaller effective population size, probably because of a bottleneck that occurred during the coloni- zation of the Americas (Cavalli-Sforza et al. 1994).

Also, in agreement with other surveys of microsatellite variation, the Sub-Saharan African population showed a level of heterozygosity that is marginally higher than that observed for the European population (Bowcock et al. 1994; Deka et al. 1994; Jorde et al. 1995; Jorde et al. 1997; Perez-Lezaun et al. 1997).

**Expected relationship between mutation and population parameters**: The generalized stepwise mutation model offers a broad theoretical framework for studying the process generating length variation at microsatellite loci (Di Rienzo et al. 1994; Ohta and Kimura 1973; Shriver et al. 1993; Valdes et al. 1993). It assumes that mutations for all alleles happen at the same rate and that when a mutation occurs the distribution of the mutation size does not depend on the length of the progenitor allele. Our use of the term “generalized” in conjunction with this model refers to the fact that we allow mutations of any integer number of repeat units rather than restricting attention to mutation sizes of ±1 repeat unit. In other words, our model does not entail any constraints on allowable mutation sizes and allows possible biases toward increase or decrease of allele size.

We used population genetics theory to relate aspects of the mutation size distribution to patterns of variation expected in population samples (Di Rienzo et al. 1995). However, as with other forms of genetic data (Di Rienzo and Wilson 1991; Marjoram and Donnelly 1994; Rogers and Harpending 1992; Slatkin and Hudson 1991), these expected patterns are sensitive to the demographic history of the population. We considered two scenarios for demographic histories: constant population size and rapid demographic expansion. Such theoretical scenarios are to be considered extreme cases unlikely to reflect accurately the demographic history of any real human population. Nevertheless, we tested them as scenarios that have been widely used in the literature.

One summary of population variation that is convenient for assessing the consequences of various demographic assumptions is the variance of repeat number in a population sample, denoted here by $S^2$. By this we mean, for a particular locus, the sample variance of the collection of repeat copy numbers in the chromosomes sampled from the population. That is, if $X_1, X_2, \ldots, X_n$ denote the number of repeats in each of the $n$ chromosomes sampled, and $\bar{X}$ denotes their average,

$$S^2 = \frac{1}{n-1} \sum_{i=1}^{n} (X_i - \bar{X})^2.$$  

**TABLE 2**

Summary of population data

<table>
<thead>
<tr>
<th></th>
<th>Luo (Africa)</th>
<th>Sardinia (Europe)</th>
<th>Kaingang (S. America)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heterozygosity</td>
<td>0.96</td>
<td>0.95</td>
<td>0.89</td>
</tr>
<tr>
<td>Number of alleles</td>
<td>9.64</td>
<td>7.88</td>
<td>4.95</td>
</tr>
<tr>
<td>Variance of repeat number</td>
<td>8.30</td>
<td>7.49</td>
<td>5.26</td>
</tr>
</tbody>
</table>

Population genetics theory will be used to relate this to the mean square of the distribution of the mutation size, which we denote here by $\eta_2$. As described in materials and methods, we estimate the value of $\eta_2$ for each locus from the estimated distributions shown in Figure 3.

(a) Constant population size scenario: In this case the population in question is panmictic and has maintained a constant effective size of $N$ chromosomes throughout its history. We assumed a generalized stepwise mutation model with arbitrary distributions of mutation sizes; in particular, we allow for asymmetric distributions as well as biases toward increase or decrease of repeat number. In appendix i, we show that under this scenario of demographic and mutation, population theory predicts the following relationship

$$E(S^2) = N \mu \eta_2$$  \hspace{1cm} (4)

where $\mu$ is the mutation probability per gene per generation.

In Equation 4, the expectation $E$ pertains to averages over realizations of evolutionary and sampling processes. In a particular realization of evolution the actual pattern of variation observed in a sample for a particular microsatellite locus is the result of various chance processes. One of these is sampling: a different sample from the same population would not produce exactly the same pattern. The second and more important source of randomness stems from the chance events intrinsic to the evolutionary history of the population: unlinked loci within the same population and subject to identical mutation processes will give rise, because of chance events, to different patterns of variation. Thus, the actual value of $S^2$ observed in a population sample at a given locus is not expected to be given exactly by Equation 4, but to deviate from it because of the above chance effects.

One particular consequence of Equation 4 pertains to values of $S^2$ at different loci within a population. If we can assume that the mutation rate is approximately the same across these loci, and plot the observed values of $S^2$ against the mutation mean square, $\eta_2$, for each locus, the points should lie around a straight line. The slope of the line is proportional to the product of population size and mutation rate.

(b) Rapid population growth scenario: We considered a
scenario, based on mtDNA evidence, that the human population underwent rapid demographic growth in the past (Di Rienzo and Wilson 1991; Rogers and Harpending 1992; Slatkin and Hudson 1991). For comparative purposes, we make the same assumptions here about the mutation process as for the constant population size scenario.

Under this combined scenario of demography and mutation process, for a given microsatellite locus we derive in appendix i the following approximate relationship

\[
E(S^2) = T \mu \eta_2
\]

where \( T \) is the number of generations since the rapid expansion occurred. The interpretation of Equation 5 is similar to that of Equation 4 and analogous considerations about the chance variability apply. In particular, under the assumption of an approximately constant mutation rate across loci, a plot of the observed values of \( S^2 \), one for each locus, against the mutation mean square \( \eta_2 \) for that locus, should again give points lying around a straight line. For this scenario, the slope of the line is proportional to the product of the time since the population expansion, and the mutation rate.

Observed relationship between mutation and population parameters: Plots of the variance of repeat number against the mean square of mutation size estimated from the somatic mutations observed in cancer patients are shown in Figure 4 for each of the three populations in the study. If the constant population size scenario is valid, all loci within a population will share a common value of \( N \) (with suitable adjustment, as described in materials and methods, for X-linked loci), while under the rapid expansion scenario all loci within a population will share the same value of \( T \). Neither of these values need necessarily be shared between populations; thus each population is shown separately.

As shown in Figure 4, in each case the points showed clustering around a straight line. This linear relationship observed consistently in each of the three population samples strongly suggests that the estimated mutation parameters based on the somatic mutations in colon cancer are good approximations of the “real” mutation parameters, namely those characterizing the process underlying the population variation (Di Rienzo et al. 1995). To assess the strength of the association between mutation mean square and population variance at each locus, we calculated Spearman’s rank correlation coefficient. The calculated values of this correlation coefficient for the Sardinian, Luo, Kaingang, and pooled samples were 0.74, 0.81, 0.66, and 0.85, respectively. The related nonparametric test rejects the null hypothesis of no association with a one-sided P value less than 0.01 in each case. This empirical finding further supports our contention that the distributions of mutation sizes (Figure 3) may be a reliable reconstruction of the mutation process of microsatellites.

Normalized population variance: The above theoretical framework leads to the introduction of a new statistic for each locus, the normalized population variance (NPV), which is defined here as the ratio between the population variance, i.e., the variance of repeat number at a locus in a population sample, and the (estimated) mutation mean square at the same locus. Thus, if we use \( S^2_j \) and \( \eta_2 \), respectively, to denote population variance and mutation mean square at locus \( j \), the normalized population variance, \( V_j \), for that locus is defined by

\[
V_j = \frac{S^2_j}{\eta_2}.
\]

Intuitively, a locus with a large mutation mean square, and hence large variability in mutation size, is expected to show greater population variance, and allowance should be made for this effect when combining information across loci. The normalized population variance provides the “correct” measure for comparison across loci. Its use is particularly appropriate in light of the apparent heterogeneity of mutation processes across loci (Figure 3).

The theoretical expectations for the demographic scenarios outlined above can thus be expressed in terms of the normalized population variance:

\[
E(V) = N \mu, \quad E(V) = T \mu.
\]

for the constant population size and the rapid expansion scenarios, respectively. Thus, the average value of the normalized population variance across the loci studied provides a natural estimate of \( N \mu \), in the constant population size scenario, and \( T \mu \) in the rapid expansion scenario, where, \( \mu \) is the average mutation rate across the loci considered. By using estimates of the (average) mutation rate, this offers a convenient way to estimate the parameters \( N \) and \( T \). Table 3 shows such estimates for the population samples examined. It should be noted that our approach has the advantage that the estimates of underlying population parameters are obtained by combining independent loci, thus reducing the substantial variability inherent in single-locus estimates. In addition, the estimation allows and corrects for observed interlocus variability of mutation processes because it uses the mean square mutation size estimated individually for each locus rather than making restrictive and possibly unrealistic assumptions about the mutation mechanism, such as that gain or loss of only one repeat is possible. In essence, locus-specific information about the mutation mean square allows us to calibrate, and hence to combine efficiently, population variability at the different loci studied.

Discriminating between different demographic scenarios: While both demographic scenarios described above predict that the expected variance of repeat number in the population sample and the mean square of mutation size will be related linearly, there are major differences in other aspects of the predicted relationship between these two variables. As described in appen-
Figure 4.—Relationship between mutation mean square estimated in cancer patients and variance of repeat number in three human populations and in the pooled sample. The slope of the fitted line is given by the average normalized population variance across loci (without making the adjustments for X-linked loci). Since the predicted variance around the line in both demographic scenarios increases with increasing mutation mean square, it is not appropriate to use ordinary (least squares) regression techniques in fitting the line. The approach we use is equivalent to weighted least squares with weights equal to the inverse of the square of the mutation mean square value at each point, with the added condition that the fitted line passes through the origin.

As we can quantify the amount of variability around the line expected under each scenario, i.e., the extent to which the points are scattered around the line. Equivalently, one can assess the variability in measured values of the normalized population variance across loci. As shown in Table 3, much more scatter is expected under the constant population size scenario than in the case of a rapid expansion; loosely speaking, evolutionary variability (genetic drift) will be more pronounced in the constant population size scenario. Sampling variability is effectively the same in both scenarios.

It should be noted that in our data there are sources of variability additional to those incorporated in the model because we have had to use estimates of the mutation mean square. Thus, if the model were valid we should expect to observe more than the predicted variability. In addition, if mutation rates are not constant across loci, the variability around the line is expected to be even larger (see Equations A6 and A14 in appendix i). The average normalized population variances and their observed variances are presented in Table 3.

We can use population genetics theory to estimate a lower bound on the variance across loci of the normalized population variance for each of the two demographic scenarios. In addition, for each scenario of demography, we considered three models of mutation rate: (1) constant rate across loci, (2) high, and (3) moderate variability of rate across loci. A range of values of T and N were used to calculate the expected variance of the normal population variance under the constant population size and the rapid expansion scenarios, respectively. The expected values of variance of the normalized population variance are shown in Table 3.

Even under the assumption of constant mutation rate across loci, we observe markedly less variability in normalized population variance than predicted under the constant population size scenario for the Luo, Kain-gang, and pooled samples, and slightly less than predicted for the Sardinian sample. Allowing for even moderate variability in mutation rates, the observed variability is substantially less than predicted under the constant population size scenario for all samples. While a formal significance test does not seem feasible in this context, we interpret this as evidence against the assumption that the populations have evolved with roughly constant size. For a detailed discussion see appendix ii. Conversely, the level of observed variability is consistent with the rapid growth scenario if interlocus variability of mutation rate is incorporated into the model.
TABLE 3

Normalized population variance (NPV) and its variance

A. Sample Average (NPV)\textsuperscript{a} \(T\) (kya)\textsuperscript{b} \(N\)\textsuperscript{b} Observed Var. (NPV)

<table>
<thead>
<tr>
<th>Sample</th>
<th>Average (NPV)</th>
<th>(T) (kya)</th>
<th>(N)</th>
<th>Observed Var. (NPV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luo</td>
<td>1.337</td>
<td>52,600-526,000</td>
<td>2,674-26,740</td>
<td>0.851</td>
</tr>
<tr>
<td>Sardinia</td>
<td>1.275</td>
<td>51,000-510,000</td>
<td>2,550-25,500</td>
<td>2.464</td>
</tr>
<tr>
<td>Kaingang</td>
<td>0.680</td>
<td>27,440-274,400</td>
<td>1,360-13,600</td>
<td>0.361</td>
</tr>
<tr>
<td>Pool</td>
<td>1.207</td>
<td>49,240-492,400</td>
<td>2,414-24,140</td>
<td>0.807</td>
</tr>
</tbody>
</table>

B. Predicted Var (NPV)\textsuperscript{c}

<table>
<thead>
<tr>
<th>Variable (\mu)</th>
<th>High variability\textsuperscript{d}</th>
<th>Moderate variability\textsuperscript{e}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Constant} \mu)</td>
<td>(\text{N} \text{T(kya)})</td>
<td>(\text{N} \text{T(kya)})</td>
</tr>
<tr>
<td>(\text{Constant N} \text{ Rapid growth})</td>
<td>(5,000)</td>
<td>(10,000)</td>
</tr>
<tr>
<td>Luo</td>
<td>3.10</td>
<td>0.09</td>
</tr>
<tr>
<td>Sardinia</td>
<td>2.85</td>
<td>0.08</td>
</tr>
<tr>
<td>Kaingang</td>
<td>0.98</td>
<td>0.04</td>
</tr>
<tr>
<td>Pool</td>
<td>2.59</td>
<td>0.08</td>
</tr>
</tbody>
</table>

\textsuperscript{a} The values presented in the Table are with the adjustments for X-linked loci described in materials and methods. The corresponding values without the adjustments used to estimate \(T\) in the rapid expansion scenario are 1.361, 1.315, 0.686, and 1.231.

\textsuperscript{b} Estimates of \(T\) and \(N\) are based on \(\mu = 0.0005 - 0.00005\) and generation time of 20 years. Recall that \(N\) is twice the effective number of individuals in the population.

\textsuperscript{c} The predicted variance of the normalized population variance was calculated from Equations A6 and A14 in appendix i, with \(T\) and \(N\) estimated by Average (NPV) and \(\eta\) estimated from the mutation size distributions shown in Figure 3.

\textsuperscript{d} \(\mu = 0.001\) for 20% of the loci; \(\mu = 0.0001\) for 60% of the loci; and \(\mu = 0.00001\) for 20% of the loci.

\textsuperscript{e} \(\mu = 0.001\) for 5% of the loci; \(\mu = 0.0001\) for 90% of the loci; and \(\mu = 0.00001\) for 5% of the loci.

Analysis of the pooled population sample: All three populations showed a pattern consistent with rapid growth and the estimates of \(T\) for Sardinia and Luo were reasonably similar. Therefore, we pooled the microsatellite typing data for the three populations and calculated the variance of repeat number in the pooled sample. We then plotted the mutation mean square against the pooled population variance, as shown in Figure 4. As with the single population analysis, we observe a linear relationship and a low variability of the normalized population variance. Again, the average across loci of the normalized population variance can be used to obtain an estimate of \(T\), which in this context represents the coalescence time for the species under the assumption of rapid population growth. Interestingly, the estimate of the time since the rapid population growth obtained on the pooled sample is very similar to those for the Sardinian and Luo samples (see Table 3).

DISCUSSION

It is not easy to obtain experimental evidence to describe the mutation process of microsatellites on a locus-by-locus basis. Here, we present a novel experimental and theoretical approach to this problem that uses the mutator phenotypes of cancer patients with microsatellite instability and the theoretical framework of the generalized stepwise mutation model. By analyzing the somatic mutations occurring in the tumor tissue of such patients, we estimated the distribution of mutation sizes and the mean square mutation size for each locus independently. The variance of repeat number in a population sample is related to the mean square of the size of the mutations that produce the observed population variation. By using our estimated mean square mutation size in tumor tissue, we observed the expected relationship supporting the idea that the mutation sizes in cancer cells are similar to those occurring in the germline. Further analysis of the relationship between mean square mutation size and variance of repeat number in human population samples allowed testing of different demographic scenarios of human evolution.

Somatic mutations in cancer and in the germline of the general population: Our integrated analysis of microsatellite instability and population variation demanded testing of the idea that mutation patterns in cancer do not differ substantially from those in normal...
germline cells. In agreement with the predictions of population genetic theory, a significant correlation between the variance of repeat number and the mutation mean square is evident even though the latter was obtained through the analysis of somatic mutations in cancer. The predicted relationship between the population and mutation parameters is observed consistently in three samples from distantly related populations, which represent partially independent realizations of evolution.

Differences between the mutations observed in cancer patients and those underlying population variation might be expected if the mechanisms maintaining genome stability recognized and fixed certain mutation types more efficiently than others, e.g., replication slippage events involving a larger number of repeats were more likely to be recognized. One such mechanism is mismatch repair, but others may exist in sporadic cancer patients (daCosta et al. 1995).

Information on mutation patterns resulting from defects in genome stability is available only for mismatch repair mutants in yeast. In this organism, the rate and pattern of mutations were compared in wild-type and mismatch repair mutant strains, including msh2 mutants (the human homolog of msh2 is the most common mutant in hereditary colon cancer) (Sia et al. 1997; Wier dl et al. 1997). The rate of repeat mutations in mismatch repair mutants relative to that in the wild-type strain decreases gradually, going from a mono-nucleotide repeat to a 20-nucleotide repeat. In addition, mismatch repair mutants showed a higher frequency of short (±1 repeat unit) mutations relative to the wild type. This suggested that the mismatch repair binding apparatus in yeast recognizes and fixes short mutations more efficiently than large ones.

The significant proportion of relatively large mutations in our sporadic cancer patients as well as a higher (rather than lower) rate of instability at tetranucleotide compared to di- and tri-nucleotide repeats contrasts with the above scenario of mismatch repair mutants in yeast. This difference could be due to the presence of mutations in genes other than those involved in mismatch repair. In fact, mutations in mismatch repair genes could be identified only in approximately 43% of sporadic cancers with microsatellite instability (Liu et al. 1995). Alternatively, the mismatch repair genes of yeast and human have significantly diverged with regard to mutation size specificity. Possible differences between yeast and human with regard to the mutation specificity of mismatch repair proteins may be seen also in colon cancer cell lines known to harbor mismatch repair defects. Unlike the yeast mismatch repair mutants, single cell clones from these cell lines show a higher rate of instability in tetranucleotide compared to dinucleotide repeats (G. Ybasset a, B. Scaglione-Sewell, and A. Di Rienzo, unpublished results). The possible divergence between the yeast and human mismatch repair systems could be reflected in the higher relative abundance of microsatellites in the human genome compared to yeast.

Our finding of a significant correlation between the mutation parameters estimated in cancer and the population parameters in samples from three ethnically diverse human populations suggests that the mutation process in our sporadic cancer patients is closely related to the process that generates population variation at human microsatellites.

**Mutation sizes have a wide spectrum:** Previous surveys of microsatellite mutations have consisted of the observation of mutation events in family studies. Over all loci, the majority of mutations (78% in Weber and Wong 1993) changed allele size by a single repeat unit. However, due to the small number of observations at any given locus, rare mutation types may have been missed. One interesting feature of the estimated distributions of mutation sizes in Figure 3 is that while most mutations involve one or two repeat units, many loci also show a substantial proportion of large length changes. Also of note is the heterogeneity across loci: only a proportion of the loci show large changes and/or possible asymmetries. The molecular causes of this heterogeneity are not clear. Based on findings on minisatellite mutations (Monckton et al. 1994), it might be postulated that flanking regions may play a role in shaping the mutation process, a suggestion that is also consistent with the founder effect observed at several unstable triplet loci (Imbert et al. 1993; MacDonald et al. 1992; Neville et al. 1994; Richards et al. 1992; Tanaka et al. 1996).

**Estimating population parameters from multilocus microsatellite data:** Most estimators of population parameters in the literature are of necessity based on single-locus data. It is well understood that because of the extent of evolutionary variability, estimates based on such data have limited precision (Donnelly and Tavaré 1995; Hudson 1990, 1992; Tajima 1989).

Here, we have shown how to exploit locus-specific information on microsatellite mutation processes to combine data from distinct loci in estimating population parameters. Central to our approach is the introduction of what we have called normalized population variance, i.e., the population variance at a locus divided by the estimated mean square mutation size. Our theoretical model explicitly allows for differences across loci in the distribution of mutation sizes (in particular, we do not assume that changes only involve one repeat unit) and we have shown that the use of the normalized population variance properly allows for this interlocus variability.

Data from different loci can then be combined using the normalized population variances. For the two demographic scenarios that were considered, the average of these normalized population variances across loci leads to a natural estimator for the effective population size, or time since the rapid expansion, respectively. The ability to use data from multiple loci has considerable advantages for estimating population parameters or for
the assessment of evolutionary hypotheses. Unlinked loci effectively provide independent sources of information on population parameters, so that as in classical statistics the variance of our estimators decreases as the inverse of the number of loci involved. In addition, the combination of information across loci acts to reduce the effect of special features (such as selection) at particular loci, another problem that may affect single-locus analyses.

Theoretical novelties of this approach include the derivation of the mean and variance of population variance under extreme population growth, for a general stepwise mutation model. (In particular, there are no restrictions on mutation size, and the distribution of mutation size is allowed to have a bias toward either increase or decrease, and to be asymmetric.) We have also derived the mean of the population variance, for this level of generality in the distribution of mutation size, in the constant population size scenario.

We also note that information on the mean square (or variance if the mean is assumed to be 0) of mutation size at different loci could be used to improve the use of recently introduced measures of genetic distance for microsatellite loci [see for example Goldstein et al. (1995) and references therein]. Corrections for interlocus heterogeneity analogous to the normalized population variance would allow more efficient combination of data across loci, and hence increase the precision of the resulting distances.

**Discriminating between different demographic scenarios:** In addition to the estimation problem, we have developed a multilocus method for discriminating among competing demographic scenarios. The central idea is that while both scenarios should result in a linear relationship between certain statistics, they make very different predictions of the amount of variability to be expected across loci.

The finding of relatively low variability in the normalized population variance is not consistent with the scenario of constant population size. It should be noted that our results are biased toward higher variability because of the estimation of the mutation mean square. This bias further supports the rejection of the constant population size scenario. However, the observed variability in the normalized population variance is higher than expected under the rapid expansion scenario, if the mutation rate is assumed to be constant across loci. This may be due either to the estimation of the mutation mean square or to a violation of the assumption of lack of interlocus variability of mutation rate; these explanations are not mutually exclusive.

It is important to ask whether departures from the assumptions of the mutation model, rather than failure of the constant population size scenario, may explain the observed low variability in the normalized population variance. One such possibility is the presence of constraints on microsatellite allele size. It has been proposed that microsatellite variation between species is subject to size constraints; more specifically, that the expected difference in allele sizes between human and chimpanzee is larger than observed (Bowcock et al. 1994; Garza et al. 1995). The interpretation of these data with regard to intraspecific variation is problematic. In fact, when different human populations are compared, the interpopulation differences in average allele sizes are smaller than between human and chimpanzee. This may suggest that, even if allele size is constrained, the evolutionary time scale for human populations may not have been long enough for such constraints to come into effect. If constraints on allele size exist, it is unclear whether they would act at the mutation or selection level. It is difficult to develop theoretical expectations for a mutation model with constrained allele size since there are many different ways in which such constraints may operate.

Mutation rates which depend on the length of the progenitor allele would also violate the assumptions of the generalized stepwise model. The most obvious possibility is presumably for mutation rates to increase with allele length (Chung et al. 1993; Weber 1990; Zhang et al. 1994). This would induce differences between loci, with those with larger average allele length tending to have higher mutation rates. In itself, this should have the same effect as differences between loci in mutation rate. It would increase the variability in normalized population variance between loci, in contrast to the observed underdispersion under the constant population size scenario. This effect would violate modeling assumptions only if the dependence of mutation rate on allele size is strong enough to induce reasonable differences in mutation rate for different alleles at the same locus. While a formal analysis of this situation is not straightforward, one might expect it to increase variability over the constant mutation rate scenario, again in contrast to the data.

**Implications for human evolution:** The hypothesis of a rapid population growth during the evolutionary history of human populations has been proposed on the basis of mtDNA data showing a star-shaped genealogy and an approximately Poisson distribution of pairwise sequence differences (Di Rienzo and Wilson 1991; Rogers and Harpending 1992). Theoretical analyses of demographic patterns revealed that only specific scenarios of population expansion, namely rapid growth from a very small initial population size, would produce the patterns of mtDNA sequence variation mentioned above (Marjoram and Donnelly 1994; Slatkin and Hudson 1991). The mtDNA data could also be explained by a selective sweep acting on an advantageous mutation, without the need for invoking population growth. (For further discussion, see Di Rienzo and Wilson 1991; Excoffier 1990; Marjoram and Donnelly 1997).

Our findings are difficult to reconcile with a constant
population size scenario, but are consistent with a rapid population growth and are in agreement with the above proposal. The multilocus analysis performed here allows us to rule out the possibility that our findings are the results of selection.

Under the assumption of extreme population growth, our analysis allows for multilocus estimation of the time since the expansion event occurred. These estimates, for the three populations separately, and for the pooled population sample are given in Table 3. The estimates of $T$ obtained for the pooled sample can be interpreted as the time since the most recent common ancestor of humans. They are not inconsistent with analogous estimates obtained for mtDNA and Y chromosome loci (Vigilant et al. 1991; Hasegawa et al. 1993; Hammer 1995; Tavare et al. 1997).
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**APPENDIX I**

**Theory for rapid expansion:** Focus attention on a particular locus within a population. It is natural to derive results via genealogical methods. In the case of a large constant size population, the genealogy is well described by the coalescent. The effect on this genealogical tree of changes in population size is well understood, at least under plausible assumptions on the dynamics of the process governing change in the population size (Slatkin and Hudson 1991; Rogers and Harpending 1992; Donnelly and TavareÁ1995).

Loosely speaking, the consequence of a rapid expansion in population size from an initially small value is to make the genealogical tree effectively star-shaped. To facilitate the analysis here, we will approximate the setting of rapid expansion by assuming that under these conditions the tree is actually star-shaped, that is, that all lineages trace back and coalesce exactly at the common ancestor of the sample. Write T for number of generations since this common ancestor, that is, the depth of the tree. It is well known (e.g., Donnelly and TavareÁ1995) that the effects of mutation act independently on different branches of the genealogical tree.

Write A for the number of repeats in the common ancestor. Then write M, for the change from the common ancestor along the lineage to the ith chromosome sampled, so that X, the observed repeat number in the ith chromosome, is given by

\[ X_i = A + M_i. \]

Then, writing \( X \) for the sample average:

\[ \bar{X} = \frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X})^2 \]

\[ = \frac{1}{n - 1} \sum_{i=1}^{n} (M_i - \bar{M})^2 \]

\[ = S_\bar{X}. \]

Now, the random variables M, are independent and identically distributed. Write W for the number of mutation events along the lineage leading from the common ancestor to the ith chromosome. The random variable W has a binomial distribution with parameters T and \( \mu \), the mutation probability at the locus in question. Since T is large and \( \mu \) small, we will assume that in fact W has a Poisson distribution with mean T\( \mu \). If F denotes the distribution governing mutation sizes, we can write

\[ M_i = \sum_{j=1}^{W} Z_j, \]

where the Z, are independent and identically distributed with distribution F: \( Z_j \) denotes the change in length caused by the jth mutation.

It turns out to be convenient to calculate the cumulants (see e.g., McCullagh 1987) of the M,. Now, writing \( \phi(t) \) for the moment generating function of the distribution F,

\[ E(e^{\phi(t)}) = E(e^{\phi(t)}|W) \]

\[ = E\{\phi(t)^W\} \]

\[ = e^{T\mu[1-e^{\phi(0)}]}, \]

using the assumption that W has a Poisson distribution with mean T\( \mu \). It follows that the cumulant generating function of \( M_i \) is \( T\mu e^{\phi(t)} - T\mu \), so that, writing \( \kappa_i \) for the rth cumulant of \( M_i \) and \( \eta_i \) for the rth moment of \( F \), about the origin: \( \eta_i = E(Z^r) \)

\[ \kappa_i = T\mu E(Z^r) = T\mu \eta_i. \]  

(A1)
Standard results for independent and identically distributed random variables (McCullagh 1987) then give
\[
E(S^2) = \kappa_2 = T\mu\eta_2,
\]
and
\[
\text{Var}(S^2) = \frac{\kappa_4 + \frac{2\kappa_3}{n} - 1}{n} = \frac{T\mu\eta_4}{n} + \frac{2T^2\mu^2\eta_3^2}{n},
\]
ignoring terms of order \( n^{-2} \). Similar formulas are given in Kimmel and Chakraborty (1996), although there appears to be a misprint in the first term of their Equation 23.

Thus, writing \( V \) for the normalized population variance (NPV),
\[
E(V) = T\mu \quad \text{and} \quad \text{Var}(V) = \frac{T\mu}{n}\eta_2 + 2T\mu.(A4)
\]
If the mutation rate varies across loci, then
\[
E(V) = T\mu,
\]
and
\[
\text{Var}(V) = E[\text{Var}(V|\mu)] + Var[E(V|\mu)] = \frac{T\mu}{n}\eta_2 + 2T\mu(1 + \frac{2}{n}), (A6)
\]
where \( \mu \) and \( \text{Var}(\mu) \) are the average and variance, respectively, of the mutation rate. With NPV values for \( L \) different loci, their average \( V \) provides a natural estimate of \( T\mu \). Further, the sampling variance of the estimator is
\[
\text{Var}(V) = \frac{T\mu}{Ln}\eta_2 + 2T\mu(1 + \frac{2}{n}). (A7)
\]
Note the decrease in this sampling variance as a function of the number of loci, and for loci with the same value of \( \mu_1 \), [and hence \( \text{Var}(\mu) = 0 \)] the decrease also as a function of the sample size \( n \) (assumed here to be the same at all loci, though this is easily relaxed).

**Theory for constant population size:** In the context of constant large population size, genealogy is well described by the coalescent. Write \( X_i \), \( M_i \), and \( S_i^2 \), as above, for the number of repeats in the \( i \)th sampled chromosome, in repeat number in that chromosome since the common ancestor of the sample, and the population variance, respectively. Then, as above, \( S^2 = S_0^2 \), so that
\[
E(S^2) = \frac{1}{n-1}\left[ E\left( \sum_{i=1}^{n} M_i^2 \right) - nE(M^2) \right] = \frac{1}{n-1}\left[ nE(M^2) - n^{-1}E\left( \sum_{i=1}^{n} M_i^2 + \sum_{i\neq j} M_i M_j \right) \right] = E(M^2) - E(M_1 M_2). (A8)
\]

Now, consider the lineages leading to the first two chromosomes in the sample. It may be that the common ancestor of these two chromosomes is the common ancestor of the sample, or it may be that their common ancestor occurred more recently than the common ancestor of the entire sample, in which case the two chromosomes will have shared some ancestry subsequent to the sample’s common ancestor. Write \( Y_i \) for the change in repeat number along this shared lineage, with \( Y_i = 0 \) if there is no shared lineage, and \( Y_1 \) and \( Y_2 \) for the respective changes in repeat number since the common ancestor of the two chromosomes. Then
\[
M_1 = Y_i + Y_1 \quad \text{and} \quad M_2 = Y_i + Y_2.
\]
Some algebra then gives
\[
E(M_1) - E(M_2) = E(Y_i) - E(Y_1 Y_2) = \text{Var}(Y_i) - \text{Cov}(Y_1, Y_2) = 2\text{Var}(Y_1) - \frac{1}{2}\text{Var}(Y_1 + Y_2). (A9)
\]

Now, in the coalescent, the number of mutations, \( W_i \), on the lineage to the first chromosome since its common ancestor with the second has a geometric distribution with mean \( \theta/2 \), where \( \theta = 2N\mu \) is the usual scaled mutation parameter (recall that \( N \) is the number of chromosomes, rather than individuals, in the population). The total number of mutations, \( W_{12} \), along either lineage since their common ancestor is also geometric, with mean \( \theta \).

With \( Z_1, Z_2, \ldots \) denoting independent random variables with mean \( m \), variance \( \sigma^2 \) and distribution \( F \), we can write \( Y_i = \sum_{i}^{n} Z_i \). Thus
\[
\text{Var}(Y_i) = E[\text{Var}(Y_i|W_i)] + \text{Var}[E(Y_i|W_i)] = \sigma^2 E(W_i) + m^2 \text{Var}(W_i) = \sigma^2 + m^2 \theta(2 + \frac{1}{4}). (A10)
\]
Similarly, \( Y_1 + Y_2 = \sum_{i=1}^{n} Z_i \), so that
\[
\text{Var}(Y_1 + Y_2) = E[\text{Var}(Y_1 + Y_2|W_{12})] + \text{Var}[E(Y_1 + Y_2|W_{12})] = \sigma^2 E(W_{12}) + m^2 \text{Var}(W_{12}) = \sigma^2 \theta + m^2 \theta(1 + \frac{1}{4}). (A11)
\]
Finally, on substituting (A10) and (A11) into (A9), and then (A8) we have,
\[
E(S^2) = \sigma^2 + m^2 \theta \frac{1}{2} = m \frac{\theta}{2}.
\]
This result has recently been derived independently, by related methods, in Kimmel and Chakraborty (1996). In the case of symmetric \( F \), it was first derived by Roe (1992). For other special cases see Valdes et al. (1993), Zhivotovsky and Feldman (1995), and Pritchard and Feldman (1996). Recall that
\[
\text{Var}(S^2) = \frac{1}{3}\eta_3^2 + \frac{1}{12}\eta_4^2,
\]
a result due to Roe (1992) in the case of symmetric
F and recently extended to general F through a nice
symmetrization argument by Kimmel and Chakra-
boraty (1996). [For special cases see Zhivotovsky and
Feldman (1995) where m = 0, and Pritchard and
Feldman (1996) when mutation is symmetric and
changes always involve only 1 repeat unit.] Thus, with
V denoting NPV,
\[
E(V) = N\mu \quad \text{and} \quad Var(V) = \frac{4}{3}N\gamma_2\mu^2 + 0.16\frac{N_5}{\eta_2^2}N\mu.
\]
(A12)

If the mutation rate varies across loci, then
\[
E(V) = N\bar{\mu}
\]
(A13)
and
\[
Var(V) = E[Var(V|\mu)] + Var[E(V|\mu)]
\]
\[
= \frac{4}{3}N\gamma_2 Var(\mu) + \frac{4}{3}N\bar{\mu}^2 + 0.16\frac{N_5}{\eta_2^2}N\bar{\mu} + N\gamma_2 Var(\mu)
\]
\[
= \frac{7}{3}N\gamma_2 Var(\mu) + \frac{4}{3}N\bar{\mu}^2 + 0.16\frac{N_5}{\eta_2^2}N\bar{\mu},
\]
(A14)
where \(\bar{\mu}\) and \(Var(\mu)\) are the average and variance respectively of the the mutation rate. With data on NPV values
at L different loci, then under this demographic sce-
nario, their average \(\bar{V}\) provides a natural estimator of
\(N\bar{\mu}\). The variance of this estimator is then
\[
Var(\bar{V}) = L^{-1}\left[\frac{7}{3}N\gamma_2 Var(\mu) + \frac{4}{3}N\bar{\mu}^2 + 0.16\frac{N_5}{\eta_2^2}N\bar{\mu}\right].
\]
(A15)
Note the decrease in this sampling variance with \(L\), the
number of loci. For loci with the same mutation rate
\(\mu\), this sampling variance reduces to
\[
Var(\bar{V}) = L^{-1}\left[\frac{4}{3}N\gamma_2\mu^2 + 0.16\frac{N_5}{\eta_2^2}N\mu\right].
\]
(A16)
In addition to variation in mutation rate, the mutation
mechanism may also vary across loci, as suggested for example by Figure 3 of the paper. In this case, A6, A7, A14, A15, and A16 still apply, with \(\eta_5/\eta_2^2\) replaced by
the average of this quantity across loci.

**APPENDIX II**

A formal significance test of the null hypothesis of
constant population size and generalized stepwise mutation is complicated by several factors. One of these is
the nuisance parameters, \(N, N_5\), and the variation of mutation rates across loci. Another is the fact that only
moments of some observables, rather than their full distribution, are known under the null hypothesis. The
following informal analysis may nonetheless be helpful in assessing the strength of the evidence in the data
against the null hypothesis.

For definiteness, consider the case of constant \(N\), with
\(N = 10,000\) (recalling that \(N\) is twice the effective number
of individuals in the population) and moderate vari-
ability in mutation rate, as described in Table 3. (It is
straightforward, if desired, to mimic the analysis below
for different parameter values, including the possibility of these differing between populations.) If the NPV
values were normally distributed under the null hypoth-
thesis, and in addition, the null hypothesis exactly speci-
ified the predicted variance in NPV values, then the
statistic
\[
G^2 = \frac{(n - 1)\text{Observed } \text{var}(\text{NPV})}{\text{Predicted } \text{var}(\text{NPV})}
\]
has a chi-squared distribution with \(n - 1\) degrees of freedom (d.f.), where \(n\) is the number of loci for which
NPV values are available. Here, \(n = 16\). Using the predicted variances from the appropriate column of Table
3, the calculated values of \(G^2\) for the Luo, Sardinian,
Kaingang, and Pooled populations are 1.04, 3.08, 0.53,
and 1.03, respectively. All of these would be significant
with \(P < 0.001\) in a two-sided chi-squared test with 15
d.f. One approach for nonnormally distributed data (Box
1953) is to adjust the degrees of freedom appropriately.
Box's method recalculates the degrees of freedom as
\[
(n - 1)/\left(1 + \frac{1}{2}\gamma_2\right)
\]
where \(\gamma_2\) is the standardized fourth cumulant (see, e.g.,
McCullagh 1987) of the distribution from which the
data are drawn.

Unfortunately we do not know the standardized fourth cumulant for the distribution of NPV values. A
sensitivity analysis shows that our data would show a
significant departure from the null hypothesis (\(P =
0.05\), two-sided) unless \(\gamma_2\) took the values 3, 1, 4, 3 for
the Luo, Sardinian, Kaingang, and Pooled population,
respectively. Except for the Sardinian, these would rep-
resent rather extreme departures from normality.

In fact, our null hypothesis does not specify the pre-
dicted variance of NPV values. We have used estimates
of relevant parameters in the formula (A14). A natural
statistic to consider is thus
\[
F = \frac{\text{Predicted } \text{var}(\text{NPV})}{\text{Observed } \text{var}(\text{NPV})}
\]
Under appropriate assumptions, this would have an F
distribution, whose d.f. would reflect the precision of
the estimates in numerator and denominator. An adjust-
ment to the d.f. for the denominator can be made ex-
actly as above for the chi-squared test. It is far from clear
how to assess the appropriate degrees of freedom for
the numerator; however, sensitivity analyses then show
that the calculated statistic would be significant (\(P =
0.05\), two-sided) for the Luo, Kaingang, and Pooled pop-
ulations, for most pairs of d.f. values, and for many such
pairs for the Sardinian population.

The above analyses are not intended as definitive.
Our aim is to assist an assessment of whether the lower
than predicted variation in NPV values is compatible
with the null hypothesis. Our conclusion is that it is
unlikely to be.