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ABSTRACT
A coalescent theory of the gene genealogy within an allelic class that arises by a unique mutational event is developed and analyzed. To interpret this theory it was necessary to expand on existing theory for populations of varying size. Two features of the gene genealogy—the average pairwise distance and the total tree length—within the mutant class and within the nonmutant class are found. An index, I, is proposed that describes the extent to which a genealogy is similar to one from a population of constant size (for which I = 0) or to a star genealogy (for which I = 1). The value of I is positive in growing populations and is generally positive for the gene genealogy for the mutant class. The value of I is negative for a population decreasing in size and for the nonmutant class if the mutant arose recently. The results are discussed in the context of the infinite sites model of mutation, which is appropriate for nucleotide sequence data, and the generalized stepwise mutation model, which is appropriate for microsatellite loci. The same genealogical methods are used to find the probability of at least one recombination event between a nucleotide that defines an allelic class and a marker at a nearby linked site.

The widespread use of methods from molecular biology permits the examination of genetic variation at different hierarchical levels. In this paper, I will be concerned with the variation within an allelic class that has arisen by a unique mutation at some time in the past. The goal is to develop the theory of intraallelic variation that can be used to learn about the history of the allelic class and possibly about the selective forces it has experienced. This paper will concentrate on some features of the gene genealogy within an allelic class and the similarity of that genealogy to one from a population that has changed in size.

For the purposes here, an allelic class is one in which every copy carries a sequence of DNA that distinguishes it from all other copies. That sequence could be a single nucleotide in a coding region that results in a detectably different phenotype, as in the case of the F/S polymorphism in Adh in Drosophila melanogaster (Kreitman 1983). The F allele has lysine at codon position 192 while the S allele has threonine. Kreitman (1983) found substantial variation at other nucleotide positions within each allelic class. Alternatively, an allelic class could be distinguished by more complex changes in sequence. Garza et al. (1995) found that alleles at a microsatellite locus in chimpanzees differed by more than just the number of dinucleotide repeats.

The coalescent theory of intraallelic variation was initiated by Saunders et al. (1984) and Hudson and Kaplan (1986). Those papers computed the expected number of segregating sites or the expected tree length of an allelic class conditioned on the configuration of allelic classes. In later work, Hudson and Kaplan (1988) and Kaplan et al. (1988) developed a theory of genealogical structure of selected alleles, with the goal in part to extract more information from the Kreitman (1983) data set. In that theory, the nucleotide position that defined the allelic class was subject to reversible mutation. The model became equivalent to a model of two subpopulations with gene flow between them caused by mutation at the critical nucleotide position. Hughes and Nei (1988) used the extent of intraallelic variation in HLA class I loci within and between species to argue that overdominant selection affected those loci. Clark (1993) and Welemans and Slatkin (1994) carried out simulation studies of gene genealogies within allelic classes of genetic self-incompatibility alleles. Ethier and Shiga (1994) develop some formal theory in intraallelic gene genealogies under the assumption that alleles arise via the infinite alleles model of mutation.

In this paper I will develop analytic methods for predicting some features of the gene genealogies of allelic classes, under the assumption that the allelic class arose by a unique mutation at a known time in the past. The goal of this analysis is similar to that of Hudson and Kaplan (1986) but differs in assuming that the time at which the allelic class arose by mutation is known. Hudson and Kaplan (1986) assumed an infinite alleles model of mutation and assumed that the allelic class of interest was randomly chosen. The time or origin of an allelic class by mutation is usually unknown, but a theory in which the time is assumed known is necessary to estimate the time of origin from information about genetic variation within the allelic class and to predict...
the extent of linkage disequilibrium with closely linked markers.

In this paper, I will concentrate on the average pairwise coalescence time of two randomly chosen copies within an allelic class and on the total length of the gene genealogy of an allelic class. It is possible to find the expected values and variances of these quantities both within the mutant allelic class and within the non-mutants. I have chosen these quantities because, under the assumptions of some mutation models, particularly the infinite sites model and the stepwise mutation model, one or both of them can be estimated from data without the necessity of inferring the gene genealogy itself. I will also consider the problem of recombination within an allelic class and on the total length of the gene genealogy of an allelic class. It is possible to find existing results for gene genealogies in populations of varying size.

FLUCTUATING POPULATION SIZE

Total tree length: We are concerned with the ancestry of a sample of \( i \) copies of a nonrecombining locus in a population whose size has changed in the past. Let \( t = 0 \) be the present and \( N(t) \) be the population size at time \( t \) in the past. \( N(t) \) must be sufficiently large that the diffusion approximation, defined below, is accurate for all \( t \). The theory developed by Kingman (1982) and summarized by Tavaré (1984) shows that the ancestry can be described by a simple Markov process, for which the general solution can be obtained. Let \( g_{ij}(t) \) be the probability that there are \( j \) ancestors at \( t \), given that \( i \) copies are sampled at 0. Under the assumption that \( N(t) \) is large for all \( t \), the equations satisfied by these probabilities are

\[
2N(t) \frac{dg_{ij}(t)}{dt} = -\left( \begin{array}{c} j \\ 2 \end{array} \right) g_{ij}(t)
\]

\[
2N(t) \frac{dg_{ij}(t)}{dt} = -\left( \begin{array}{c} j \\ 2 \end{array} \right) g_{ij}(t) + \left( \begin{array}{c} j + 1 \\ 2 \end{array} \right) g_{i+1,j+1}, \quad 2 \leq j < i
\]

\[
2N(t) \frac{dg_{ii}(t)}{dt} = g_i(t).
\]

The diffusion approximation mentioned above requires that \( N(t) \) be sufficiently large that no more than one coalescent event can occur in any generation. If that approximation cannot be made, than additional terms in (1) are needed to allow for the occurrence of two or more coalescent events.

The solution to (1) can be found by first changing the time scale to remove the \( N(t) \) (Griffiths and Tavaré 1994, Equation 3). Let

\[
\tau(t) = \int_t^0 \frac{dt'}{2N(t')}
\]

so \( \tau = 0 \) corresponds to \( t = 0 \) and

\[
2N(t) \frac{dg_{ij}(\tau)}{d\tau} = \frac{dg_{ij}(t)}{dt}.
\]

With this change of variables, the analytic results developed for populations of constant size can be used to provide the general solution to (1):

\[
g_{ij}(\tau) = \sum_{k=j}^{i} \rho_k(\tau) \frac{(2k-1)(-1)^{j-k} j^{k-j} k!}{j!(k-j)! i!}, \quad 2 \leq j \leq i
\]

\[
g_{ii}(\tau) = 1 - \sum_{k=2}^{i} \rho_k(\tau) \frac{(2k-1)(-1)^{j-k} k!}{i!},
\]

where \( \rho_k(\tau) = \exp^{-\int_0^\tau \rho_k(t) dt} \), \( a_{ij} = a(a+1) \cdots (a+j-1) \), and \( a_{ij} = a(a-1) \cdots (a-j+1) \) (Tavaré 1984, Equations 6.1 and 6.2). To express \( g_{ij} \) as functions of \( t \), we substitute for \( \tau(t) \) using (2).

We will be concerned with the total tree length of a sample of size \( i \), \( L_i \), which is the sum of all the branch lengths. The value of \( L_i \), which is twice the average pairwise coalescence time, is of particular interest. Clearly

\[
L_i = \sum_{j=1}^{i} T_j
\]

where \( T_j \) are time intervals during which there are \( j \) ancestors (Tavaré 1984). When \( N(t) \) is constant, the \( T_j \) are independent and have exponential distributions with means \( 4N/[j(j-1)] \), and hence \( E(L_i) = 2N[1 + 1/2 + 1/3 + \cdots + 1/(i-1)] \) (Tavaré 1984). For any other \( N(t) \), the expectation of \( L_i \) is

\[
E(L_i) = \sum_{j=1}^{i} \int_0^\tau g_{ij}(\tau) \, d\tau
\]

Although (6) cannot be expressed in closed form, it can be evaluated numerically using a computer algebra program.

Average pairwise coalescence time: For many purposes, the average pairwise coalescence time, which is half of the average branch length separating two randomly chosen copies in a sample, will be of interest. If the model allows us to consider samples of arbitrary size, then the expected pairwise coalescence time in a sample is half the expected tree length in a sample of size \( 2 \), \( E(L_i)/2 \). In the model of intraallelic diversity considered below, the sample size is a random variable and hence cannot be assigned a value arbitrarily. For that reason, we need an alternative way to compute the average directly from the \( g_i ' s \) or their equivalent.

The question is, in a sample of \( i \) copies, what is the
average coalescence time of a randomly chosen pair. As above, we let $T_j$ be the time interval during which there are $j$ ancestral lineages present and let $t_j$ be the time at which the coalescence from $j$ to $j - 1$ copies occurred ($t_j = T_j + T_{j-1} + \cdots + T_1$). Our randomly chosen pair of copies will be the first pair to coalesce (at $t_1$) with probability $\pi_1 = 2/[i(i-1)] = 1/(i^2)$ and will not coalesce at that time with probability $1 - \pi_1$. If the coalescence does not occur at $t_1$, then before $t_1$ we have two randomly chosen copies from a sample of size $i - 1$. By induction, the probability of coalescence at time $t_j$ is $\pi_j(1 - \pi_{j+1}) \cdots (1 - \pi_1)$ Therefore, the expected coalescence time between a pair of copies is the weighted average of the $t_1$, which reduces to

$$E(P_j) = \sum_{i=2}^{\infty} \prod_{k=j+1}^{\infty} (1 - \pi_1) E(T_j) \quad (7)$$

where the product is defined to be 1 for $j = i$. In this expression, the coefficient of $E(T_j)$ is the probability that the coalescence time of a randomly chosen pair depends on $T_j$. The expected value of $P_i$ for a particular history of the population depends on the expected values of the $T_j$, the times during which there are $j$ lineages remaining, which we can compute by integrating $g_0(t)$ over all $t$. Note that for a population of constant size, $E[T_j] = 4N/\sum_{j=1}^{i-1} (j - 1) = 2N\tau$, and hence $P_i = 2N$ for all $i \geq 2$, as required (Tajima 1983).

**Stellate index:** There is a wide variety of fluctuating population sizes that can be imagined, so it is impossible to generalize about the effects of variation in population size. If $N(t)$ fluctuates randomly and with no trend, then (2) tells us that the ancestry of the sample will be that of a sample from a population of constant size equal to the harmonic mean of $N(t)$. That will be true when we can replace the integral in (2) by $N_0$, and it is simply a generalization of Wright’s (1938) classic result. The range of variability of this approximation could be explored by making different assumptions about patterns of fluctuations in $N(t)$, particularly the extent of temporal autocorrelation.

Here I will be concerned with a population that has grown from a small size to some larger size or the reverse. Slatkin and Hudson (1991) emphasized that sufficiently rapid population growth could create a genealogy that is starlike, meaning that the external branches are relatively long while the internal branches are relatively short. In contrast, the genealogy in a population of constant size has external branches that are relatively short and internal branches that become progressively longer towards the root. We showed that a starlike genealogy leads to patterns of nucleotide variation that are different from those in a population of constant size. Dr Rienzo et al. (1994) reached a similar conclusion for variation in microsatellite allele frequencies. It is of interest then to know whether a genealogy is closer to being starlike or closer to being from a population of constant size. We can derive a simple index by noting that in a perfect star genealogy $L_n = iL_2/2$, because every terminal branch has the same length and there are no internal branches, while in a population of constant size, $E(L_n) = E(L_2)[1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{i - 1}]$:

$$I = \frac{L_n}{\sum_{i=1}^{n} \frac{1}{2^i} - 1}$$

where $\sum_i = 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{i - 1}$. Note that $I$ is not defined if $i < 4$. For a randomly mating population, $I = 0$, and for a perfect star genealogy, $I = 1$, provided that the $L_i$ take their expected values.

To illustrate the use of this index, consider the case examined by Slatkin and Hudson (1991), $N(t) = N_0 \alpha^t$, which represents a population of size $N_0$ today that has grown exponentially at rate $\alpha$. Figure la shows a graph of $I$ as a function of $i$ for different values of $\alpha = 2N_0\alpha$. We can see that with a reasonably large $\alpha$ $I$ is substantially greater than 0. There is little dependence on $i$, the sample size, Slatkin and Hudson (1991) considered an idealized model for human populations, $N_0 = 10^9, \alpha = 0.00488$ per generation (which assumes an exponential increase from 5000, 50,000 years ago with a 20-year generation time), $\alpha = 9.76 \times 10^8$, in which case $I = 0.822$ for $i = 20$. This result confirms the conclusion that very rapid population growth leads to a genealogy that is close to a star genealogy.

If the population has declined in size, $I$ can be negative. We should note in this context that in order to obtain reasonable results, it is necessary to assume that $N(t)$ remains finite or increases sufficiently slowly that $\tau(t)$ defined by (2) goes to infinity as $t$ increases. That condition is necessary to ensure that two randomly chosen copies have a most recent common ancestor at a finite time in the past with probability one (Griffiths and Tavaré 1994). That condition is not satisfied for the model of exponential growth with $r < 0$, no matter how small $r$ is, so we need to consider a different model of a declining population. A model that has been used in this context is one with a step change in population size at a time $T$ in the past. In these calculations, the absolute population size does not matter because time is measured in units of $2N\tau$ generations. Before time $T$ in the past, the population size was $rN_0$. If $r > 1$, the population size decreased and if $r < 1$ it increased at $T$. Figure 1b shows the value of $I$ as a function of $r$. Small values of $r$ can lead to values of $I$ comparable to those in the case of exponential growth. Values of $r$ greater than one lead to negative values of $I$ although for this model only small negative values are found. For given values of $T$ and $r > 1$, $I$ decreased with increasing $i$ (results not shown).

**HISTORY OF AN ALLELIC CLASS**

**Within the mutant class:** The starting point is a sample of $n$ copies of the locus at time 0. In that sample we find
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a. Exponential growth

\[ \alpha = 10 \]
\[ \alpha = 100 \]
\[ \alpha = 1000 \]

\[ \text{FIGURE 1.} - \text{Stellate index in growing and declining populations. (a) Values of } I, \text{ defined by Equation 8, in a population that has undergone exponential growth, where } i \text{ is the sample size, } \alpha = 2N_0r, N_0 \text{ is the current population size and } r \text{ is the rate of exponential increase. These results were obtained by evaluating Equation 6 using a simple program written in Mathematica (Wolfram 1991). (b) Values of } I \text{ in a population that has undergone a step increase in proportion } r \text{ at time } T = N/2 \text{ in the past. Values of } r < 1 \text{ indicate an increase in population size at } T, \text{ and values of } r > 1 \text{ indicate a decrease. These results were obtained by numerically evaluating Equation 6.} \]

\[ \text{i copies of an allele that arose by a unique mutation at time } t \text{ in the past. The goal is to find properties of the intraallelic genealogy. The theory in the preceding section tells us that the sample of size } n \text{ will have } j \text{ ancestral lineages at time } t \text{ in the past with probability } g_n(t). \]

\[ \text{If the allelic class arose by mutation at time } t, \text{ then one of those lineages, chosen at random, will have all of its descendants in the allelic class. We can derive the} \]

distribution of the number of descendants, given } j, \text{ by using the result derived by Kingman (1982) that all configurations of numbers of descendants are equally likely. That allows us to reduce the problem to one of balls being randomly distributed into boxes, subject to the condition that none of the boxes be empty.}

Consider the ancestry of the sample at a time } t' \text{ between 0 and } t, \text{ and let } m \text{ be the number of ancestral lineages and } k \text{ be the number of mutant lineages at } t'. \text{ Both } m \text{ and } k \text{ are random variables, as is } j. \text{ Our previous results tell us that } \Pr(m) = g_m(t') \text{ and that } \Pr(j \mid m) = g_m(t - t'), \text{ where } \Pr(\cdot) \text{ indicates the probability, possibly conditioned in different ways. Given the values of } j \text{ and } m, \text{ the distribution of } k \text{ is the distribution of the number of balls in a randomly chosen box when } m \text{ balls are distributed randomly into } j \text{ boxes, given than none of the boxes is empty. There are a total of } \binom{j - 1}{k - 1} \text{ ways in which the balls can be distributed so that no box is empty and of these there are } \binom{n - k - 1}{i - 1} \text{ ways that there are exactly } k \text{ balls in the one box that represents the allelic class (Feller 1957). Therefore}

\[ \Pr(k \mid m, j) = \frac{\binom{m - k - 1}{j - 2}}{\binom{m - 1}{j - 1}}. \] (9)

The probability of } i \text{ mutants at } 0, \text{ given } k \text{ and } m \text{ at } t' \text{ is obtained by noting that the problem is equivalent to finding the distribution of } i, \text{ the numbers of balls in } k \text{ boxes, when } n \text{ balls are distributed randomly into } m \text{ nonempty boxes. There are } \binom{n - k - 1}{i - 1} \text{ ways in which } i \text{ balls can be arrayed in } k \text{ boxes (the mutants) and } n - i \text{ balls are arrayed in } m - k \text{ boxes (the nonmutants) and hence}

\[ \Pr(i \mid k, m) = \frac{\binom{n - i - 1}{i - 1}}{\binom{n - 1}{k - 1}}. \] (10)

Finally, the probability of } i \text{ mutants at } 0, \text{ given } j, \text{ is by analogy with (9)}

\[ \Pr(i \mid j) = \frac{\binom{n - i - 1}{j - 2}}{\binom{n - 1}{j - 1}}. \] (11)

Thus, the joint probability of } i \text{ and } k, \text{ given } m \text{ and } j \text{ is the product } \Pr(i \mid k, m) \Pr(k \mid m, j), \text{ and the unconditional joint probability is found by averaging over } m \text{ and } j

\[ \Pr(i, k) = \sum_{m=1}^{n} \sum_{j=1}^{n} g_m(t') g_n(t - t') \Pr(k \mid m, j) \Pr(i \mid k, m). \] (12)
The unconditional probability of \( i \) is

\[
\Pr(i) = \sum_{j=1}^{n} g_{nj}(t) \Pr(i|j).
\]  

(13)

Note that in (12) and (13), we are allowing for the possibility that \( i = n \) but not that \( i = 0 \), because the mutation that occurred at \( t \) is assumed to be represented in the sample.

The distribution of \( k \) at \( t' \), given \( i \), is obtained by dividing (12) by (13) according to the usual rules of conditional probabilities. This quantity corresponds to the \( g \)'s so we will write

\[
f_{ik}(t') = \frac{\Pr(i,k)}{\Pr(i)}
\]  

(14)

to emphasize the similarity. Note that \( f_{ik}(0) = \delta_{ik} \) and \( f_{ik}(t) = \delta_{ij} \), where \( \delta_{ij} = 1 \) when \( i = j \) and 0 otherwise.

The expected total tree length of the mutant class, given that mutant arose at \( t \) and that \( i \) copies are found in the sample is, by analogy with (6),

\[
E[L_{i}^{(m)}(t)] = \sum_{k=2}^{i} k \int_{0}^{t'} f_{ik}(t') dt'.
\]  

(15)

where the superscript \((m)\) indicates the mutant class. Once again, this result cannot be expressed in closed form but it is relatively easy, if slow, to evaluate using a computer algebra program. Note that (15) can be used even if \( N(t) \) is not constant. Variation in population size will be absorbed into the \( g \)'s on which the \( f \)'s depend. We can also compute the expected value of the pairwise coalescence time

\[
E[P_{i}^{(m)}(t)] = \sum_{k=2}^{i} \prod_{l=k+1}^{i} (1 - \pi_{l}) \int_{0}^{t'} f_{ik}(t') dt'.
\]  

(16)

To evaluate the right hand sides of (15) and (16), it is more efficient computationally to express \( f \) as a sum of the \( g \)'s and then perform the integrations with respect to \( t' \) analytically.

The expected age of the root of the intraallelic gene genealogy, which we will denote by \( G_{i}^{(m)}(t) \), is simply

\[
E[G_{i}^{(m)}(t)] = \sum_{k=2}^{i} \int_{0}^{t'} f_{ik}(t') dt'.
\]  

(17)

Although the mutant class is assumed to arise at \( t \), there is likely to be a delay before the first branching event that determines the age of the root.

Because we know that the mutant arises as a single copy and then increases to \( i \) copies in the sample, the subpopulation of mutants can be thought of as an expanding population. Consequently we can anticipate that the gene genealogy of mutants might approach a star genealogy even if the overall population is of constant size. We can use the index defined by Equation 8 to describe the degree to which that is so. Figure 2 shows the value of this index for different value of \( i \) and \( t \) in a population of constant size. This index is positive for small \( t \) but becomes slightly negative for small \( i \) and relatively large \( t \). The reason for these negative values seems to be that, in those cases, most of the coalescent events occur quickly but the genealogy still has to have a long internal branch because there must be at least two lineages present at \( t \). The resulting genealogy resembles two broccoli spears and, in extreme cases of that type, \( I \) can be negative. It is, however, very unlikely that the mutant would not be lost or fixed in 8N generations so negative values would be very unlikely to be found.

For a given value of \( i \), \( I \) decreases as \( n \) increases, and the value of \( I \) depends primarily on \( i/n \), the observed allele frequency (results not shown). The pairwise coalescence times and the total tree lengths both depend on \( n \) for a given value of \( i \), as illustrated in Figure 3 for the pairwise values. Note that the expected pairwise coalescence times are always much less than 1, the value in scaled units for the sample from the whole population, even when the mutant arose before \( t = 1 \).

The nonmutant allelic class: The genealogical approach provides us with additional information about the history of the sample. We can view the gene genealogy as having two parts. One monophyletic clade contains \( i \) copies that are in the mutant class. The remaining \( n - i \) are in another group that may or may not be monophyletic but must be at least paraphyletic. Using
the methods in the previous sections, we can find the total tree length and the average pairwise coalescence time in the nonmutant class. The only difference between this analysis and that for the mutant class is that the nonmutant class traces its ancestry to j – 1 lineages at t instead of i, so, when j > 2, we have to add a component to account for the genealogy before t.

Let l be the number of nonmutants at t' (k + l = m), and let h be the number of nonmutants at 0 (h + i = n). Clearly, Pr(n – l | j, m) = Pr(k | j, m) and Pr(n – h | l, m) = Pr(i | k, m). The total tree length between 0 and t is found from an integral analogous to (15).

Immediately before t, there are j lineages but only j – 1 of them represent ancestors of the nonmutants in the sample. To find the contribution to the total tree length before t, we cannot use the unconditional probability of j at t, g_0(t), because we want the expectation of the total tree length in the nonmutants, given the value of t. Proceeding with the same type of Bayesian argument, Equation 11 gives us the probability of i, given j and n, and g_0(t) provides the unconditional probability of j, so the joint probability of i and j is the product of these two functions. We also know the unconditional probability of i, Equation 13. Therefore, the probability of j, given i, is

$$\Pr(j|i) = \frac{\Pr(i | j)g_0(t)}{\sum_{j=1}^{m} \Pr(i | j)g_0(t)}$$

(18)

and thus

$$E[L^{(nn)}(t)] = \sum_{l=2}^{m} \int_{0}^{t} f_{l-2}(t')dt' + \sum_{j=3}^{n} \Pr(j|i)\Sigma_{j-1}$$

(19)

where the superscript (nn) indicates nonmutants. In (19) we can use the same function as in (15) because l = m – k. Similarly, the expectation of the average pairwise coalescence time.

$$E[P_{(nn)}(t)] = \sum_{l=2}^{m} \prod_{j=2}^{l} (1 - \pi_j) \int_{0}^{t} f_{l-2}(t')dt'$$

$$+ \sum_{j=3}^{n} \prod_{k=3}^{j} (1 - \pi_k)E(P_{j-1})Pr(j|i)$$

(20)

where P_{j-1} is defined by (7). In the second term on the right hand side of (20), the product is the probability that a randomly chosen pair of copies has not coalesced when j ancestral lineages remain. In general, $$E(P_{j-1}) = E(L_2)/2$$, independently of j and if N(t) is constant $$E(P_{j-1}) = 2N$$.

The genealogy of the nonmutants is somewhat different from that for the mutants. The stellate index, I, is negative for small values of t, as shown in Figure 4. That occurs because the effective population size of the nonmutants is increasing in the past as the mutant allele frequency decreases. The ratio of the expected pairwise coalescence time within the mutant class, E[P_{(m)}], to the value within the nonmutant class, E[P_{(nn)}], is generally small and increases with the values of both i and t (Figure 5).

**Figure 3.**—Average pairwise coalescent times within an allelic class. Values of P^{(m)}, the expected pairwise coalescence time of two different copies of a mutant allele that arose at time t in the past, given that i copies of the mutant were found in a sample of size n = 30. The population was assumed to be of constant size N and both t and P^{(m)} are measured in units of 2N generations. These results were obtained from a C program that evaluates the equivalent of Equation 16 in the text.

**Figure 4.**—Stellate index within the nonmutant allelic class. Values of I, defined by Equation 6, for the nonmutant class when the mutant arose at time t in the past. The sample size was n = 30 and i is the number of mutants found in the sample. These results were obtained by evaluating Equations 19 and 20 in the text.
Figure 5.—Ratio of average pairwise coalescent times. The ratio of the average pairwise coalescence times within the mutant class and within the nonmutant class $P^{m}/P^{n}$, given that the mutant arose at time $t$ in the past and that $i$ copies of the mutant were found in the sample of size $n = 30$. These results were obtained by evaluating Equations 16 and 20 in the text.

There are $k$ ancestral lineages at $t'$ and $l$ ancestral lineages at $t''$, $f_k(t',t'')$. The second moment of the total tree length is then found by integrating with respect to $t'$ and $t'''$:

$$E[(I^m(t))^2] = \sum_{k=2}^{n} \sum_{l=2}^{k} \int \int \int k! f_k(t',t'') dt' dt'' dt'' (21)$$

with similar expressions for the second moments of pairwise differences and the age of the roots. The second moments for the nonmutant class are more difficult to find because the period before the mutant appeared also must be accounted for.

From (21), the variance is found by subtracting the square of the expectation. The quantitative results show that the gene genealogy of the mutation is somewhat less variable than a neutral genealogy. For example, with $i = 5$, $n = 20$, and $t = 0.1$, the coefficient of variation of the total tree length is 0.32, while for a neutral genealogy with five tips, the coefficient of variation is 0.57.

Exponential population growth: We have seen that in a population of constant size, the gene genealogy of a recently arisen mutant is starlike. We also know that a rapidly growing population tends to result in a starlike genealogy for the entire sample. We can use the methods developed in the previous sections to find how much more starlike the genealogy of a newly arisen mutant is in a rapidly growing than in a population of constant size. Figure 6 shows some results for the case of exponential population growth, as in Figure 1a. Time is measured in units of $2N_0$ generations where $N_0$ is the current population size. We can see that the exponential population growth increases the value of $I$ from that in a population of constant size ($\alpha = 0$ in the figure).

Figure 6.—Stellate index within an allelic class in an exponentially growing population. Values of $I$, defined by Equation 8, for a mutant found in $i = 5$ copies in a sample of size $n = 20$ for a population of constant size and a population that has undergone exponential growth with $\alpha = 2N_0 r = 10$, and $\alpha = 100$, where $N_0$ is the current population size and $r$ is the rate of exponential population growth in the past. These results were obtained using a C program to evaluate Equations 15 and 16.

Recombination

The preceding sections have assumed that there is no recombination. That is appropriate for some parts of the genome such as mitochondrial DNA in animals and the Y chromosome in mammals. If there is recombination and if the allelic class is defined by a single nucleotide substitution, these same methods can used to estimate the size of a nonrecombined region surrounding that nucleotide position.

We consider two sites with a recombination fraction $\theta$ between them. At one site, there is a mutation that defines the new allelic class. The problem is to find the probability that, among the ancestral lineages in the allelic class, there has been no recombination event with the other site. If there has been no recombination, then the nucleotide at the linked site will be perfectly associated with mutant allele. When several polymorphic sites closely linked to the defining mutation, the haplotype associated with it may be unique. That is the basis for “disequilibrium mapping” (Lander and Botstein 1989; Hästbacka et al. 1992).

In a generation during which there are $k$ lineages, the probability that none of them undergoes a recombination event is $(1 - \theta)^k$. Multiplying this quantity by itself $T_0$ time, where $T_0$ is the number of generations during which there are $k$ ancestral lineages, and then adding over $k$, we find the total probability that there is no recombination to be $\phi = (1 - \theta)^{2N_0 t} = e^{-HR}$, where...
$L = \Sigma_{k=2}^n kT_k$ is total tree length of the mutant class measured in units of $2N$ generations and $R = 2Nc$. To find the expectation of $\phi$ in general, we need to find the generating function of $L$, which cannot be obtained using the above methods. For small values of $R$, $\phi \approx 1 - R\tilde{E}(L)$, where $\tilde{E}(L)$ is the expectation of the tree length of the mutant class, which is given by Equation 15. Numerical analysis shows that unless the mutant arose very recently ($t_{\text{small}}$), $\tilde{E}(L)$ is of order 1 in magnitude and hence the probability of a recombination event between the mutant and a linked marker is of the same order of magnitude as the product $R = 2Nc$.

**MUTATION MODELS**

Given a gene genealogy, the mutation process determines the extent of genetic variation. I will consider two mutation models, the infinite sites model (WATTERSON 1975) and the generalized stepwise mutation model (OHTA and KIMURA 1973). The infinite sites model is appropriate for nucleotide sequences if it can be assumed that there is no recombination and that no site mutates more than once. Because the concern here is with within-species variation, the second assumption is a reasonable if imperfect starting point. The stepwise mutation model is appropriate for simple sequence repeat loci, also called microsatellites, which are currently being widely used as genetic markers both for gene typing and for the analysis of population structure (FREIMER and SLATKIN 1996).

**Infinite sites model:** In this model, there is a single locus with a sufficiently large number of nucleotide sites that a mutation never affects the same site twice. The mutation rate per locus per generation is $\mu$. TAVARE (1984) and HUDSON (1990) show that in a sample, the expected pairwise difference between two copies is $2\mu$ multiplied by the average pairwise coalescence time in the sample and that the expected number of segregating sites in the sample is $\mu$ multiplied by the total tree length. As a consequence, the results from the previous sections can be used to predict the average pairwise difference and the numbers of segregating sites within the allelic class. Furthermore, those two quantities could be used to estimate the stellate index, $I$, defined Equation 8. Because the stellate index is generally positive for the mutant class and negative for the nonmutant class, there is some hope of distinguishing the two in cases where it is not clear from other considerations which descended from a recent mutation.

**Stepwise mutation model:** Because the application of the model is to microsatellites, it is easiest to describe the model in that context. A microsatellite locus contains several repeated units of two to five nucleotides. The size of an allele is the number of repeat units. In humans and other mammals, these loci are extremely abundant and polymorphic, and hence are useful for a variety of purposes. Microsatellites have been shown to fit the predictions of a stepwise mutation model in which allele size changes under mutation by one or a few repeat units (VALDES et al. 1993; SHRIVER et al. 1993; DI RIENZO et al. 1994), and some of the basic theory for that model has been developed (FREIMER and SLATKIN 1996). Here I will be concerned with a variation on the theme of the basic model and imagine that there are two kinds of mutations, mutations that change only repeat number and that occur relatively frequently and mutations that change the structure of the microsatellite locus and that occur relatively rarely. Sequences of microsatellite loci show that mutations occur that do more than change the number of repeats (GARZA et al. 1995). For example, there may be a change from a perfect allele, in which the variable portion contains only the repeated motif, for example $(CA)_n$ to an imperfect allele, for example $(CA)_nCCC(CA)_m$. The mutation rate may depend on whether an allele is perfect or imperfect (FREIMER and SLATKIN 1996).

Previous studies have shown that variation in repeat number at a microsatellite locus depends on the average pairwise coalescence time (FREIMER and SLATKIN 1996). For the stepwise mutation model, no simple relationship between total tree length and variation in repeat number has been found, so we will focus on only the pairwise differences. There are at least two possible applications of the theory of pairwise coalescence times developed in the preceding sections. If the mutation rate at a locus is known, as is true for some loci (WEBER and WONG 1993), and if one were willing to ignore mutations that change repeat number by more than one repeat unit, then the expected variance among the mutants and among the nonmutants are equal to the mutation rate multiplied by the appropriate expected coalescence times: $\mu E[P^{(\text{mut})}]$ and $\mu E[P^{(\text{non})}]$. On the other hand, if the mutation rate or mutation spectrum is not known, we can still predict the ratio of the variance in repeat number within the mutant class to the variance within the nonmutant class. Provided that the mutation rates are the same in the two classes, the mutation rate cancels from the ratio so the ratio of the variances is just the ratio of the pairwise coalescence times, as in Figure 5.

**CONCLUSIONS**

The goal of this paper was to show that a coalescent theory could be developed for allelic classes defined by unique mutations. The approach, which can be generalized, is to use a Bayesian argument to find the distribution of the numbers of ancestral lineages given the number observed in a sample and given that the class arose as a result of a mutation at a known time in the past. I have not attempted to address sampling or estimation problems here, although it seems that the general approach introduced by GRIFFITHS and TAVARE (1994) could be used for parameter estimation in this
context as well. There is as yet not much data to which the theory developed here can be applied, but the theory does show the potential gain in information about mutants from a detailed examination of variability within allelic classes.
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