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ABSTRACT

The number of selectively neutral polymorphic sites in a random sample of genes can be affected by ancestral selectively favored substitutions at linked loci. The degree to which this happens depends on when in the history of the sample the selected substitutions happen, the strength of selection and the amount of crossing over between the sampled locus and the loci at which the selected substitutions occur. This phenomenon is commonly called hitchhiking. Using the coalescent process for a random sample of genes from a selectively neutral locus that is linked to a locus at which selection is taking place, a stochastic, finite population model is developed that describes the steady state effect of hitchhiking on the distribution of the number of selectively neutral polymorphic sites in a random sample. A prediction of the model is that, in regions of low crossing over, strongly selected substitutions in the history of the sample can substantially reduce the number of polymorphic sites in a random sample of genes from that expected under a neutral model.

The effect of a strongly selected allele at one locus on the frequencies of neutral alleles at a linked locus, commonly referred to as the "hitchhiking effect," has been studied by a number of authors (e.g., Kojima and Schaeffer 1967; Maynard Smith and Haigh 1974; Ohta and Kimura 1975). Maynard Smith and Haigh presented a deterministic analysis that supported their contention that the hitchhiking effect of linked favorably selected variants on neutral polymorphisms is an important mechanism for reducing heterozygosity. They also showed that the hitchhiking effect on the "half-life" of a neutral polymorphism depends on the strength of selection and the rate of crossing over. Ohta and Kimura presented a stochastic analysis of the hitchhiking effect, which they interpreted as refuting the contentions of Maynard Smith and Haigh. The major distinction between these two investigations was that Maynard Smith and Haigh considered the consequences of a favorably selected substitution on preexisting linked neutral polymorphism, while Ohta and Kimura chose to examine the impact on neutral mutations arising while the selected allele is on its way to fixation (Ohta and Kimura 1976; Haigh and Maynard Smith 1976). Neither side in this controversy presented a complete steady state analysis with recurring selected substitutions, neutral mutation, random genetic drift and crossing over.

With the advent of molecular population genetics, the question of the evolutionary effects of strongly selected substitutions merits a reexamination. The large number of polymorphisms found in a small stretch of DNA among randomly chosen individuals from large outbreeding natural populations should make it possible to investigate the consequences of hitchhiking with more precision and power. What is needed is an analysis that predicts the hitchhiking effect on experimentally measurable quantities derived from random samples of genes. The results of Maynard Smith and Haigh (1974) on the hitchhiking effect on the half-life of a neutral polymorphism cannot be readily applied.

A natural summary statistic for DNA sequence data is S, the number of polymorphic nucleotide sites in a sample of genes. The distribution of S depends on the assumed underlying population genetics model. For selectively neutral, infinite sites models both with and without recombination, the distributional properties of S at equilibrium are well characterized (e.g., Watterson 1975; Kingman 1982; Hudson 1983; Tavaré 1984). We will refer to such selectively neutral loci as "isolated, selectively neutral loci." More recently, the distribution of S has been studied for a class of infinite sites models where selectively neutral sites are linked to a locus at which natural selection leads to polymorphism, e.g., strong balancing selection (Kaplan, Darden and Hudson 1988; Hudson and Kaplan 1988). The effect in this case is also an example of hitchhiking, but heterozygosity is increased rather than decreased. Hudson and Kaplan (1988) determined the distribution of S and quantified...
the hitchhiking effect on the moments of $S$.

In this paper we study the distribution of $S$ for a class of models where selectively neutral sites are linked to loci where strongly selected mutations have rapidly swept through the population at different times in the past. All of the previous work on hitchhiking has focused on analyzing the effect on neutral polymorphism of a selectively favored allele while it is in a state of transient polymorphism. The distribution of $S$, on the other hand, is dependent on the population dynamics since the most recent common ancestor of the sample, and so advantageous substitutions occurring at different times in the past at different loci can affect the distribution of $S$. In order to quantify this effect on the distribution of $S$, it is necessary to consider the coalescent process which describes the genealogical history of a random sample of genes at a selectively neutral region of the genome which is linked to a locus that is not selectively neutral. This stochastic process was studied by Hudson and Kaplan (1988) and so their results can be directly applied. The analysis is then extended to the case where selected substitutions of newly arising mutants or very rare variants are assumed to occur randomly in the history of the sample at random locations in the genome. The details are given in the next section (Theory).

For the models considered, the degree to which the distribution of $S$ is affected by ancestral, selected substitutions at linked loci is determined by the parameters $\theta = 4N\mu$, $C = 2Nc$, $\alpha = 2Ns$ and $\Lambda = 2NA$, where $N$ is the diploid population size, $\mu$ is the expected number of selectively neutral mutations per nucleotide site, per chromosome, per generation, $c$ is the expected number of crossovers per nucleotide site, per genome, per generation, $s$ is the selective advantage of the favored allele per generation, and $\Lambda$ is the expected number of selected substitutions per nucleotide site, per generation (Table 1). The parameter $\lambda$ may or may not be a function of $2N$, depending on assumptions about the process generating selected substitutions. In the third section (Calculations) some numerical calculations are presented to illustrate the behavior of the mean of $S$ for a sample of size 2 for different values of the parameters.

Finally, in the last section (Discussion) the results are compared with available data. A conclusion of this investigation is that hitchhiking may well reduce standing variation (as measured in number of polymorphic sites) in samples from natural populations. At the very least it is the most plausible explanation for the reduced restriction site polymorphism observed in regions of the genome with restricted crossing over per physical length (Stephan and Langley 1989; Aguadé, Miyashita and Langley 1989).

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Definition of parameters</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Diploid population size</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Expected number of selectively neutral mutations per nucleotide site per chromosome per generation</td>
</tr>
<tr>
<td>$s$</td>
<td>Selective advantage of the favored allele per generation</td>
</tr>
<tr>
<td>$c$</td>
<td>Expected number of crossovers per nucleotide site per genome per generation</td>
</tr>
<tr>
<td>$\theta$</td>
<td>$4N\mu$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$2Ns$</td>
</tr>
<tr>
<td>$C$</td>
<td>$2Nc$</td>
</tr>
<tr>
<td>$R$</td>
<td>Expected number of crossovers between the neutral region and selected locus per genome per $2N$ generations</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$\tau = \tau_f$</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>Expected number of strongly selected substitutions per nucleotide site per generation</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>$2NA$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$A/C$</td>
</tr>
<tr>
<td>$A_{\text{MAX}}$</td>
<td>The upper bound on $\Lambda$</td>
</tr>
<tr>
<td>$M$</td>
<td>Maximal distance (measured in units of recombinational distance) from the neutral region that a selected locus can be and have a hitchhiking effect on the neutral region</td>
</tr>
</tbody>
</table>

**Theory**

We begin by considering the evolutionary effects of the substitution of a newly arising selectively favored mutant. We refer to the present population as generation zero, and the population $i$ generations back in time as the $i$ ancestral generation. Suppose in a randomly mating diploid population of size $N$, a strongly selected allele that is destined to fix in the population was introduced in the $2N\tau_f$ ancestral generation at a locus, and that it fixes in the population in the $2N\tau_f$ ancestral generation ($\tau_f < \tau$). The wildtype is denoted by $b$, the selectively favored allele by $B$ and the frequency of the $B$ allele in the $t$ ancestral generation by $X(t)$, $t > 0$. We assume that the fitnesses of the three genotypes $bb$, $bB$ and $BB$ are 1, 1 + $s$ and 1 + 2$s$, ($s > 0$) (i.e., selection is additive). This model was also considered by Maynard Smith and Haigh (1974) and Ohta and Kimura (1975).

If the population size, $2N$, is large and selection is strong [$\alpha = 2Ns$ is large, typically $10^3 \leq \alpha \leq 10^{-2}(2N)$], then it is well known (Kurtz 1971; Norman 1974) that so long as the $X$ process stays away from the boundaries 0 and 1, it can be treated as deterministic and is approximately equal to the solution of an appropriate differential equation. More specifically, if $\epsilon > 0$ and small, then with high probability, $X(t)$ can be written as
The magnitude of the process while the $B$ allele is on its way to fixation is essentially deterministic, i.e., near the boundary 0, $X$ is near 0, near the boundary 1, $X$ is near 1 and on the interior $X$ is determined by the differential equation in (2). The choice of $\epsilon$ depends on the magnitude of $\alpha$; the larger $\alpha$ is, the smaller $\epsilon$ can be. Since the probability that the mutant goes extinct equals 1 - $\epsilon$, and the frequency process of the mutant in its early stages can be approximated by a branching process, $\epsilon$ is chosen so that $(1 - 2s)^{2N_e} \approx e^{-2\alpha s} \approx 0$. It therefore suffices to choose $\epsilon = 5/\alpha$.

The only randomness of the process is at the boundaries 0 and 1. This randomness affects how long the $X$ process remains near the boundaries, and so it cannot be ignored when calculating the expected time for the favored allele to fix in the population, conditional on the event that it does fix. This expected time is relevant to later results.

Let $\eta = \tau - \tau_f$. Since the derivation of the diffusion estimate of the conditional expectation of $\eta$ assumes that $s = \alpha/2N$ is small, there is reason to suspect the diffusion estimate [Ewens (1979) Eq. 5.52], when $s$ is large, e.g., $s = 10^{-2}$. To check its adequacy we derive the following estimate. It follows from the representation in (1) that the time that the $X$ process goes from 1 - $\epsilon$ to $\epsilon$ can be assumed to be deterministic and equal to

$$\int_{1-\epsilon}^{\epsilon} \frac{dx}{ax(1-x)} = \frac{2}{\alpha} \ln \frac{\epsilon}{1-\epsilon}.$$

To estimate the conditional expectation of the time that the $X$ process is less than $\epsilon$, we use simulation techniques. This is feasible because, when $X(0)$ is small, the process, $[2N(\tau - t)]$, can be approximated by a branching process whose offspring distribution is Poisson with mean $1 + s$ (Ewens 1979). Since the branching process goes extinct with probability 1 - 2$t$ (Ewens 1979), a large number of simulations are required to obtain a sample path that eventually reaches $\epsilon$. Thus the estimate is based on 50 sample paths that ultimately reach $\epsilon = 5/\alpha$. If $X(t)$ is near 1, then the process, $[2N(1 - X(\tau - t))]$, can be approximated by a branching process whose offspring distribution is Poisson with mean 1 - s. Therefore, the conditional expectation of the time that the $X$ process is greater than 1 - $\epsilon$ can also be estimated using simulations. Since the subcritical branching process goes extinct with probability one, there is no difficulty with the sample size. In Table 2 the estimate of the conditional expectation of $\eta$, $E^*(\eta)$, is given for different values of $\alpha$ ($2N = 10^6$ and $\epsilon = 5/\alpha$). In all cases, $E^*(\eta)$ agrees with the diffusion estimate.

The value of $E^*(\eta)$ is negligible if $\alpha$ is large. For example, as $\alpha$ increases from $10^3$ to $10^6$, $E^*(\eta)$ decreases from $1.6 \times 10^{-2}$ to $3.0 \times 10^{-5}$. Thus, for strong selection, fixation is virtually instantaneous when time is measured in units of $2N$ generations.

Suppose we take a random sample of $n$ genes ($n \gg 2$) and consider a small region of the genome of $L$ nucleotide sites. Let $S$ denote the number of selectively neutral polymorphic sites in the sample in the region. If $\mu$, the expected number of selectively neutral mutations per nucleotide site, per chromosome, per generation is sufficiently small, then with high probability, at most one selectively neutral mutation will have occurred at each nucleotide site since the most recent common ancestor. In this case the distribution of $S$ can be approximated as

$$P(S = k) = \int_0^\infty e^{-w} \left(\frac{\mu t}{k!}\right)^k dF(t), \quad k \geq 0,$$

where

$$F(t) = P\left(\sum_{i=1}^L t_i \leq t\right), \quad t \geq 0,$$

and $t_i$ is the sum of the lengths (measured in generations) of all the branches of the ancestral tree describing the genealogical history of the sample for the $i$th nucleotide site, $1 \leq i \leq L$ (Watterson, 1975). For (4) to hold, it is necessary that $\mu \max_{1 \leq i \leq L} (t_i)$ be small with high probability. If the $L$ nucleotides are completely linked, then there is only one ancestral tree and so $\sum_{i=1}^L t_i = LT$, where $T$ is the size of the ancestral tree of a single nucleotide site. Unless otherwise stated, we will assume that the region of $L$ nucleotides (in which

<table>
<thead>
<tr>
<th>$\alpha /$</th>
<th>$M$</th>
<th>$\alpha_{\text{max}}$</th>
<th>$I_{\alpha}(M)$</th>
<th>$E^*(\eta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^3$</td>
<td>$3.7 \times 10^2$</td>
<td>$1.2 \times 10^{-3}$</td>
<td>$1.7 \times 10^{-1}$</td>
<td>$5.5 \times 10^{-2}$</td>
</tr>
<tr>
<td>$10^3$</td>
<td>$2.6 \times 10^3$</td>
<td>$5.3 \times 10^{-1}$</td>
<td>$5.8 \times 10^{-3}$</td>
<td>$2.1 \times 10^{-3}$</td>
</tr>
<tr>
<td>$10^4$</td>
<td>$1.9 \times 10^4$</td>
<td>$2.3 \times 10^{-4}$</td>
<td>$4.4 \times 10^{-1}$</td>
<td>$2.6 \times 10^{-4}$</td>
</tr>
<tr>
<td>$10^5$</td>
<td>$1.5 \times 10^5$</td>
<td>$2.8 \times 10^{-4}$</td>
<td>$3.6 \times 10^{-1}$</td>
<td>$3.0 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

$E^*(\eta)$ is given for $\epsilon = 5/\alpha$. The number in the parentheses is the sample standard deviation of the time (measured in units of $2N$ generations) that the frequency process spends less than $5/\alpha$ for the 50 sample paths that reach $5/\alpha$. 


selectively neutral mutations occur) is completely linked. In this case it is appropriate to think of the region as a single locus.

In view of (4), the distribution of $S$ follows directly from the distribution of $T$, and so it suffices to study the distributional properties of $T$. For example,

$$E(S) = L \mu E(T)$$

and

$$\text{Var}(S) = L \mu E(T) + (L \mu)^2 \text{Var}(T).$$

The formula for $E(S)$ holds even if there is recombination between the $L$ nucleotide sites. This is not the case however, for $\text{Var}(S)$ (Hudson 1983).

Assuming an isolated selectively neutral locus, Watterson (1975) showed that $T$ (measured in $2N$ generations) can be represented as

$$T = \sum_{j=2}^{n} Y(j),$$

where the $\{Y(j)\}$ are independent random variables, and for large $N$ the distribution of $Y(j)$ is approximately negative exponential with parameter $(j(j-1))/2$, $2 \leq j \leq n$. The time to the most recent common ancestor of the sample, $T_0$, can also be represented as

$$T_0 = \sum_{j=2}^{n} Y(j).$$

The occurrence of a selected substitution at some time in the past can affect the distribution of $T$ and consequently the distribution of $S$. Our goal is to quantify this effect, and to do this we will use the results of Hudson and Kaplan (1988) on the coalescent process for a sample of genes at a selectively neutral locus that is linked to a locus at which selection is operating.

Each ancestor of each sampled gene (referred to as an ancestral gene) is linked to either a $B$ allele or a $b$ allele. We therefore define $Q(t) = (i, j)$ if, in the $t$ ancestral generation, $i > 0$, $i$ of the ancestral genes of the sample are linked to a $B$ allele and $j$ to a $b$ allele, $1 \leq i+j \leq n$. Since the $B$ allele is fixed in the population at the time of sampling, it is necessarily the case that $Q(0) = (n, 0)$. In Figure 1 a possible realization of the $Q$ process for a sample of size 4 is described.

The $Q$ process is a jump process and because the number of ancestral genes cannot increase, this process eventually reaches either of the two states $(0, 1)$ or $(1, 0)$, i.e., there is a single ancestor of the sample and it is linked to either a $b$ allele or a $B$ allele. The ancestral generation in which this first occurs, $T_0$, is the generation that has the most recent common ancestor of the sample.

Hudson and Kaplan showed that, when $2N$ is large and time is measured in units of $2N$ generations, the distribution of the $Q$ process when conditioned on the ancestral frequency process, $X(t)$, $t > 0$, of the selected allele $B$, can be approximated by the time inhomogeneous Markov jump process described below. From now on time will be measured in units of $2N$ generations unless otherwise specified.

If, for any $t > 0$, $Q(t) = (i, j)$, then, according to Hudson and Kaplan (1988), the probability that the process jumps to a different state before $t + \Delta$ equals

$$h_{ij}(X(t)) \Delta + O(\Delta^2)$$

as $\Delta$ approaches $0$, where

$$h_{ij}(x) = \binom{j}{2} \chi(x > 0) + \binom{i}{2} \binom{j}{2} (1-x) + iR(1-x) \chi(x > 0) + jRx \chi(x < 1),$$

and $R$ is the expected number of crossovers between the neutral region and the selected locus per genome, per $2N$ generations. Also, $\chi(x > 0) = 1$ if $x > 0$ and equals 0 otherwise. $\chi(x < 1)$ is defined similarly.

Finally $\binom{i}{2}$ is set equal to 0 if $i < 2$.

The only states that the $Q$ process can jump to from $(i, j)$ are $(i - 1, j)$, $(i, j - 1)$, $(i + 1, j - 1)$ and $(i - 1, j + 1)$. The first two states represent common ancestor events and the latter two crossover events.
The probabilities of these jumps are

\[ q_{i-1,j}(X(t)) = \frac{i}{2} x(X(t) > 0) X(t) h_{ij}(X(t)), \]

\[ q_{i,j-1}(X(t)) = \frac{j}{2} x(X(t) < 1) (1 - X(t)) h_{ij}(X(t)), \]

\[ q_{i+1,j-1}(X(t)) = i R X(t) x(X(t) < 1) \frac{h_{ij}(X(t))}{h_{ij}(X(t))} \]

and

\[ q_{i-1,j+1}(X(t)) = i R (1 - X(t)) x(X(t) > 0) \frac{h_{ij}(X(t))}{h_{ij}(X(t))}. \]

The description of the Q process is complete except for one thing. Since the favored allele is introduced into the population in the \(\tau\) ancestral generation, it is always the case that

\[ Q(\tau+) = (0, 1 + j) \quad \text{if} \quad Q(\tau) = (1, j), \quad j \geq 1. \]

The dynamics of the Q process can be described as follows. Going back in time until the \(\tau\) ancestral generation, the Q process behaves as a coalescent process for a sample of size \(n\) at an isolated, selectively neutral locus, since there is no polymorphism at the linked selected locus. If \(n - k\) coalescent events occur before the \(\tau\) ancestral generation, then \(Q(\tau) = (k, 0)\), i.e., the selective phase is entered having \(k\) ancestral genes that are linked to the favored B allele. During the selective phase additional coalescent events can occur, as well as crossovers, and so the number of ancestral genes at the end of the selective phase (the \(\tau\) ancestral generation), equals \(j\) where \(1 \leq j \leq k\) (i.e., \(Q(\tau+) = (0, j)\)). After the selective phase, the Q process again behaves as a coalescent process for a sample at an isolated, selectively neutral locus, but now the sample is of size \(j\) (Figure 1). The selected substitution thus accelerates the coalescing process, and the degree to which this takes place depends on \(a\) and \(R\).

It is only during the selective phase that the complexities of the Q process are relevant. If selection is strong enough, then the time, \(\eta\), of the selective phase, when measured in units of \(2N\) generations, is negligible with high probability. Thus, the only quantities related to the selected event that need to be calculated in order to completely specify the distribution of the size of the ancestral tree, \(T\), are the probabilities of entering the selective phase with \(k\) ancestral genes and exiting it with \(j\) ancestral genes, \(1 \leq j \leq k \leq n\). We denote these probabilities by

\[ P_{kj} = P(Q(\tau+) = (0, j) | Q(\tau) = (k, 0)) \quad 1 \leq j \leq k \leq n. \]

It is important to remember that the \(P_{kj}\) are unconditional probabilities, and so are calculated by averaging over all possible realizations of the \(X\) process.

All the other quantities that are needed to specify the distribution of \(T\) are computed assuming that the Q process behaves as a coalescent process for a sample at an isolated, selectively neutral locus. For example, to calculate the expectation of \(T\), we write

\[ T = T x(T_0 \leq \tau) \]

\[ + \sum_{k=0}^{n} \sum_{j=1}^{k} T x(Q(\tau) = (k, 0)) x(Q(\tau+) = (0, j)) \]

Let \(T(t)\) denote the size of the ancestral tree for the first \(t\) ancestral generations. If \(\eta\) is negligible, then it follows from (9) that the expectation of \(T\) can be written as

\[ E(T) = E_n(T, T_0 \leq \tau) \]

\[ + \sum_{k=0}^{n} \sum_{j=1}^{k} \left( J(n, k) + L(n, k) P_k \right) \sum_{i=1}^{2} \frac{1}{i}, \]

where

\[ E_n(T, T_0 \leq \tau) = E(T, T_0 \leq \tau | Q(0) = (n, 0)), \]

\[ L_n(t) = P(Q(t) = (k, 0) | Q(0) = (n, 0)), \]

\[ J_n(t) = E(T(t)) x(Q(t) = (k, 0) | Q(0) = (n, 0)), \]

\[ t \geq 0 \quad \text{and} \quad 2 \leq k \leq n, \]

and each of the above three quantities is computed assuming that the Q process is for a sample at an isolated, selectively neutral locus. Since \(\eta\) is negligible, \(\tau_1 \approx \tau\) and so \(\tau_1\) can be treated as a constant.

It is not difficult to show from the properties of the coalescent process of a sample at an isolated, selectively neutral locus that the \([J_n(t), t \geq 0]\) and \([L_n(t), t \geq 0]\) satisfy the following system of differential equations (GRIFFITHS 1980):

\[ \frac{dL_n(t)}{dt} = -\left(\frac{k}{2}\right) L_n(t) \]

\[ + \left(\frac{k+1}{2}\right) J_n(t) \]

\[ + kL_n(t), \]

\[ \frac{dJ_n(t)}{dt} = -\left(\frac{k}{2}\right) J_n(t) \]

\[ + \left(\frac{k+1}{2}\right) L_n(t) \]

\[ \quad t \geq 0, \quad 2 \leq k \leq n - 1, \]

and

\[ J_n(t) = n t e^{-\beta t} \quad \text{and} \quad L_n(t) = e^{-\beta t}, \quad t \geq 0. \]

The initial values are \(J_n(0) = 0, 2 \leq k \leq n\) and \(L_n(0) = 0, 1 \leq k \leq n - 1\) and \(L_n(0) = 1\). To complete the
calculation of $E(T)$, we note that

$$E_n(T, T_0 \leq \tau_j) = \int_0^{\tau_j} f_{n2}(t) \, dt.$$  

The system of equations in (11) has been solved explicitly (GRIFFITHS 1980). The solution, however, is complicated and for moderately sized samples, it is just as easy to solve the system of differential equations numerically.

The simplest case to evaluate $E(T)$ is for samples of size 2. Indeed,

$$E_2(T, T_0 \leq \tau_j) = \int_0^{\tau_j} 2ue^{-u} \, du$$

$$= 2(1 - (1 + \tau_j)e^{-\tau_j}),$$

$$J_{22}(\tau_j) = 2\tau je^{-\tau_j} \text{ and } L_{22}(\tau_j) = e^{-\tau_j}.$$  

Thus

$$E(T) = 2(1 - (1 + \tau_j)e^{-\tau_j})$$

$$+ 2\tau je^{-\tau_j} + 2e^{-\tau_j}P_{22}$$

$$= 2(1 - e^{-\tau_j} + e^{-\tau_j}P_{22}).$$  

We now turn our attention to the calculation of the $\{P_{ij}\}$. Define for $\tau_j \leq t \leq \tau$ and $1 \leq i + j \leq k, k \geq 2$, the probabilities,

$$P_{k,i,j}(t) = P(Q(t) = (i, j) | Q(\tau_j) = (k, 0)).$$

It follows from the definition of the $Q$ process that

$$P_{k,j} = P_{k,0,j}(\tau) + P_{k,1,j-1}(\tau).$$

Let $\epsilon > 0$. If $\epsilon$ is sufficiently small, then it is not difficult to show from the Markov structure of the $Q$ process that there is low probability of the $Q$ process changing its state in the time interval $(\tau_j, \tau(1 - \epsilon))$. Thus

$$P(Q(\tau(1 - \epsilon)) = (k, 0) | Q(\tau_j) = (k, 0)) \approx 1,$$

and so for $t \geq \tau(1 - \epsilon)$

$$P_{k,i,j}(t) \approx P(Q(t) = (i, j) | Q(\tau(1 - \epsilon)) = (k, 0)).$$

On the interval $(\tau(1 - \epsilon), \tau(\epsilon))$ the $X$ process can be treated as deterministic (see (1)), and so the $Q$ process is a time inhomogeneous Markov process. We can therefore numerically solve the associated Kolmogorov forward differential equations to evaluate the $\{P_{k,i,j}(t), \tau(1 - \epsilon) \leq t \leq \tau(\epsilon)\}$. These equations are

$$\frac{dP_{k,i,j}(t)}{dt} = -h_i(x(t))P_{k,i,j}(t) + \frac{i(i + 1)}{2x(t)} P_{k,i+1,j}(t)$$

$$+ \frac{j(j + 1)}{2(1 - x(t))} P_{k,i,j+1}(t)$$

$$+ (i + 1)R(1 - x(t))P_{k,i+1,j+1}(t)$$

$$+ (j + 1)Rx(t)P_{k,i,j+1}(t),$$

where we recall that $x(t)$ is defined by

$$\frac{dx(t)}{dt} = -\alpha x(t)(1 - x(t))$$

$$\tau(1 - \epsilon) \leq t \leq \tau(\epsilon) \text{ and } 2 \leq i + j \leq k.$$  

The initial conditions are $P_{k,i,j}(\tau(1 - \epsilon)) = 1$ and $P_{k,i,j}(\tau(1 - \epsilon)) = 0$ otherwise, $P_{k,i,j}(t) = 0$ for all $t$ if $i + j > k$, and $x(\tau(1 - \epsilon)) = 1 - \epsilon$.

Finally we need to relate the $\{P_{k,i,j}(\tau(\epsilon))\}$ to the $\{P_{k,i,j}(\tau)\}$. If all the $\{P_{k,i,j}(\tau(\epsilon))\}, 2 \leq i \leq k$ are negligible, i.e., at time $\tau(\epsilon)$ at most one ancestral gene is linked to a $B$ allele, then

$$P_{k,j} = P_{k,1,j-1}(\tau(\epsilon)) + P_{k,0,j}(\tau(\epsilon)).$$

If $\epsilon = 5/\alpha$, then the $\{P_{k,i,j}(\tau(\epsilon))\}, 2 \leq i \leq k$ are not always negligible. In this case there is still an opportunity for recombination to occur in the interval $(\tau(\epsilon), \tau)$ and so $P_{k,j}$ as defined in (14) is an underestimate of the true value.

There are two ways to proceed. One is to extend the solution of (13) for larger values of $t$ until the $\{P_{k,i,j}(t), 2 \leq i \leq k\}$ are negligible. Since we are treating the frequency of the $X$ process deterministically in a region where it should be treated stochastically, this approach leads to an overestimate of $P_{k,j}$ [see MAYNARD SMITH and HAIGH (1974) for a discussion of this issue]. Alternatively, we can treat the $X$ process stochastically and use simulation methods. More specifically, when $X(t)$ is small, the process, $\{2NX(\tau - t)\}$, behaves as a Poisson branching process whose offspring distribution has mean 1 + $s$. Thus the frequency process can be simulated and the $\{P_{k,i,j}(t)\}$ evaluated conditional on the sample path of the frequency process. In this case the conditional $Q$ process is a time inhomogeneous Markov chain. This method is clearly more involved and will only be carried out for a few cases in order to examine how much the first approach overestimates the true value.

The quantity, $P_{k,j}$, is a function of $R$ and for what is to follow, it is convenient to denote this by $F_{k,j}(R)$. For $k \geq 2$, the asymptotic behavior of $P_{k,j}(R)$, as $R$ converges to 0 or $\infty$ is easy to describe. If $R$ is very small, then crossing over is a rare event and so $P_{k,j}(R)$ converges to 0 as $R$ goes to 0 (i.e., the $k$ sampled genes remain linked to the selected allele and so the most recent common ancestor of the sample occurs during the selective phase). Alternatively, if $R$ is very large, then the $Q$ process behaves as a coalescent process for a sample of size $k$ at an isolated, selectively neutral locus, and so $P_{k,j}(R)$ converges to $E(e^{-\epsilon_0^k})$ as $R$ converges to $\infty$. If $\epsilon$ is large, then $E(e^{-\epsilon_0^k}) \approx 1$ and thus, in this case nothing happens during the selective phase.

As a concrete example, we consider a sample of size 2. The equations in (13) are
\[
\frac{dP_{2.2.0}(t)}{dt} = -\left(\frac{1}{x(t)} + 2R(1 - x(t))\right)P_{2.2.0}(t) + Rx(t)P_{2.1.1}(t),
\]
\[
\frac{dP_{2.1.1}(t)}{dt} = -RP_{2.1.1}(t) + 2Rx(t)P_{2.0.2}(t) + 2R(1 - x(t))P_{2.2.0}(t),
\]
\[
\frac{dP_{2.0.2}(t)}{dt} = -\left(\frac{1}{1 - x(t)} + 2Rx(t)\right)P_{2.0.2}(t) + R(1 - x(t))P_{2.1.1}(t)
\]
and
\[
\frac{dx(t)}{dt} = -\alpha x(t)(1 - x(t)), \quad \tau(1 - \epsilon) \leq t \leq \tau(\epsilon), \quad (15)
\]
where \(R\), the recombination parameter and \(\alpha\), the selection parameter are defined in Table 1. The initial conditions are
\[
P_{2.2.0}(\tau(1 - \epsilon)) = 1,
\]
\[
P_{2.1.1}(\tau(1 - \epsilon)) = P_{2.0.2}(\tau(1 - \epsilon)) = 0 \quad \text{and} \quad \tau(1 - \epsilon) = 1 - \epsilon.
\]
There is no possibility of solving (15) analytically and so it must be done numerically.

The quantity \(P_{22}\) can also be related to the change in expected heterozygosity at the neutral locus. Since the duration of the selective phase is so short, the only way that two genes, sampled just after fixation, can be heterozygous is if they do not have a common ancestor during the selective phase (the probability of this event is \(P_{22}\)) and their ancestral genes just prior to the introduction of the selected mutation are different (the probability of this event is assumed to be \(H_0\)). These two events are independent and so
\[
H_\alpha = H_0P_{22}, \quad (16)
\]
where \(H_\alpha\) equals the expected heterozygosity at the neutral locus after fixation.

Up until now we have only examined the evolutionary effect of one ancestral selected substitution. Now we consider recurring selected substitutions. We recall some notation introduced earlier. Let \(\Lambda = 2NA\) where \(\lambda\) is the expected number of selected substitutions per nucleotide site, per generation. Also, let \(C = 2Nc\) where \(c\) is the expected number of crossovers per nucleotide site, per genome, per generation.

Selected substitutions are assumed to occur according to a time-homogeneous Poisson process with mean \(\Lambda\) (time measured in units of \(2N\) generations), and the location of each substitution is randomly distributed in the genome. If the physical distance of a selected substitution from the neutral region is \(m\) (measured in base pairs (bp)), then its recombinational distance from the neutral region is defined to be \(Cm\), which equals the expected number of crossovers between the selected substitution and the neutral region per genome per \(2N\) generations. It is convenient for what follows to measure \(\Lambda\) in units of \(C\), and so we define \(\Lambda_\epsilon = \Lambda/C\).

Since \(P_{nn}(Cm)\) converges to \(E(e^{-\Delta C}) \approx 1\) as \(m\) goes to infinity, a selected substitution whose recombinational distance \((Cm)\) from the neutral region is large, will have negligible effect on the coalescent process of the sample. We therefore restrict our attention to selected substitutions whose recombinational distances from the neutral region are less than some large value \(M\), a value to be specified. (Equivalently, selected substitutions are assumed to have a physical distance less than \(M/C\) bp from the neutral region.)

In order to use the theory developed for a single selected substitution, it is necessary that at any time at most one selected allele, with recombinational distance less than \(M\) from the neutral region, is on its way to fixation. If \(\Lambda_\epsilon\) is small enough, then selected substitutions are infrequent and so the previous theory will apply. The question of how small \(\Lambda_\epsilon\) must be will be considered shortly.

\(M\) was chosen so that selected substitutions whose recombinational distances from the neutral region are greater than \(M\) have negligible effect on the coalescent process of the sample. It is reasonable to assume that this is still the case, even if several of these distant selected variants are simultaneously going to fixation.

We now define for a sample of size \(n\) at the selectively neutral locus, the analog of the \(Q\) process defined earlier, assuming that the selected substitutions are sufficiently infrequent. For \(t \geq 0\) (measured in \(2N\) generations) let \(Q(t) = k\) if in the \(t\) ancestral generation there are \(k\) ancestral genes, \(1 \leq k \leq n\). There are two ways that the \(Q\) process can change its state: either by the occurrence of a common ancestor or the occurrence of a selected substitution and at least one coalescent event occurs during the selective phase. If \(Q(t) = k\), \(2 \leq k \leq n\), then it is not difficult to show using previous arguments and properties of the Poisson process that as \(\Delta\) goes to 0
\[
P(Q(t + \Delta) = k | Q(t) = k) = 1 - \left(\binom{k}{2} + 2\Lambda_\epsilon J_{2k}(M)\right)\Delta + O(\Delta^2),
\]
\[
P(Q(t + \Delta) = k - 1 | Q(t) = k) = \left(\binom{k}{2} + 2\Lambda_\epsilon J_{2k-1}(M)\right)\Delta + O(\Delta^2)
\]
and
\[
P(Q(t + \Delta) = j | Q(t) = k) = 2\Lambda_\epsilon J_j(M)\Delta + O(\Delta^2), \quad 1 \leq j \leq k - 2,
\]
where

\[ I_{ik}(M) = \int_0^M (1 - P_{ik}(u)) \, du \]

and

\[ I_{kj}(M) = \int_0^M P_{kj}(u) \, du, \quad 1 \leq j \leq k - 1. \]

Thus, the Q process is a Markov process, where the holding time in state \( k, 2 \leq k \leq n \), is negative exponential with parameter \( \left( \frac{k}{2} + 2\Lambda I_{kk}(M) \right) \), and the jump probabilities are

\[ q_{ik-1} = \frac{\left( \frac{k}{2} + 2\Lambda I_{kk}(M) \right)}{\left( \frac{k}{2} + 2\Lambda I_{kk}(M) \right)}, \]

\[ q_{kj} = \frac{2\Lambda I_{kk}(M)}{\left( \frac{k}{2} + 2\Lambda I_{kk}(M) \right)}, \quad 1 \leq j \leq k - 2. \quad (17) \]

To calculate the mean and variance of \( T \) one can use a renewal argument similar to that used by Kaplan, Darden and Hudson (1988). For a sample of size 2 these calculations are simple since \( T \) has an exponential distribution with parameter \( (1 + 2\Lambda I_{22}(M))/2 \). Thus, for a sample of size 2

\[ E(T) = \frac{2}{1 + 2\Lambda I_{22}(M)} \]

and

\[ \text{Var}(T) = \left( \frac{2}{1 + 2\Lambda I_{22}(M)} \right)^2. \quad (18) \]

If \( 2\Lambda I_{22}(M) \) is much smaller than 1, then \( E(T) \approx 2 \) which is its value for an isolated, selectively neutral locus. On the other hand, if \( 2\Lambda I_{22}(M) \) is much larger than 1, then \( E(T) \approx 2/2\Lambda I_{22}(M) \), which is less than 2. Thus, the larger \( \Lambda I_{22}(M) \) is, the stronger the effect of hitchhiking on \( E(T) \).

It remains to specify \( M \) and the range of values of \( \Lambda \). To demonstrate how this is done, we consider the case of a sample of size 2. It follows from (17) that the distribution of the \( Q \) process is dependent on \( M \) only through the upper limit of the integral \( I_{22}(M) \). For any \( M^* > M \) we have

\[ \int_0^{M^*} (1 - P_{22}(u)) \, du = (1 + \Delta(M, M^*)) \int_0^M (1 - P_{22}(u)) \, du, \]

where

\[ \Delta(M, M^*) = \frac{\int_0^{M^*} (1 - P_{22}(u)) \, du}{\int_0^M (1 - P_{22}(u)) \, du}. \]

If \( \Delta(M, M^*) \) is small, say less than a specified \( \delta \), then increasing \( M \) to \( M^* \) will not change the \( Q \) process very much. Also, we want \( M \) to be as small as possible so as not to be too restrictive on the range of values of \( \Lambda \). Thus, we choose \( M \) so that

\[ M = \inf \left\{ M^*': \sup_{M^* \geq M} \Delta(M^*, M^*) < \delta \right\}. \quad (19) \]

Since the physical size of the genome is finite, \( M^* \) has a finite upper bound, \( M_f \), and so \( M \) is well defined. Furthermore, it is not difficult to show that \( M \) satisfies

\[ \int_0^M (1 - P_{22}(u)) \, du = \frac{1}{1 + \delta} \int_0^M (1 - P_{22}(u)) \, du. \quad (20) \]

Finally, we consider the possible range of values of \( \Lambda \). For the Markov process defined in (17) let \( K_s \) denote the number of selected substitutions up until \( T_0 \), the first time that \( Q(t) = 1 \). On the set \( \Omega \), where none of the \( K_s \) selected variants occurring before \( T_0 \) are simultaneously going to fixation, \( T_0 = T_0' \). Since the probability of \( \Omega \) is a decreasing function of \( \Lambda \), it suffices that \( \Lambda < \Lambda_{\text{MAX}} \), where

\[ \Lambda_{\text{MAX}} = \sup \{ \Lambda: P(\Omega) = 1 - \delta \}, \]

where \( \delta \) is a small positive number.

We now calculate \( P(\Omega) \). The probability that a selective substitution occurs before a coalescent event is \( 2\Lambda M/(1 + 2\Lambda M) \). Furthermore, the probability that no additional selective substitutions occur during the selective phase and that during the selective phase there is a common ancestor is \( p I_{22}(M)/M \), where

\[ p = E(e^{-2\Lambda \eta}) \approx 1 - 2\Lambda \text{E}(\eta), \]

remembering that the expectation is conditional on the selected allele fixing in the population. Also, if no common ancestor occurs during the selective phase, then the entire process repeats itself. Thus

\[ P(\Omega) = \frac{1}{1 + 2\Lambda M} + \frac{2\Lambda M}{1 + 2\Lambda M} \frac{p I_{22}(M)}{M} \]

\[ + \frac{2\Lambda M}{1 + 2\Lambda M} p \left( \frac{1 - I_{22}(M)}{M} \right) P(\Omega), \]

and so
$$P(\Omega) = \frac{1 + 2\Lambda I_{22}(M)p}{1 + 2\Lambda I_{22}(M)p + 2\Lambda M(1 - p)}$$
$$\approx 1 - \frac{2\Lambda M(1 - p)}{1 + 2\Lambda I_{22}(M)}.$$  \hspace{1cm} (21)

Since $p$ is close to 1, $1 - p \approx 2\Lambda ME(\eta)$. Hence, $\Lambda_{\text{MAX}}$ satisfies

$$\frac{(2\Lambda_{\text{MAX}}M)^2E^*(\eta)}{1 + 2\Lambda_{\text{MAX}} I_{22}(M)} = \delta, \hspace{1cm} (22)$$

where $\delta$ is a small positive number and $E^*(\eta)$ is the estimate of $E(\eta)$.

The renewal argument used to derive (21) can also be used to obtain the expectation of $K_0$, so long as $\Lambda \leq \Lambda_{\text{MAX}}$. Indeed,

$$E(K_0) = \frac{2\Lambda M}{1 + 2\Lambda M} \frac{p I_{22}(M)}{M}$$
$$+ \frac{2\Lambda M}{1 + 2\Lambda M} \left( 1 - \frac{I_{22}(M)}{M} \right) (1 + E(K_0))$$
$$= \frac{2\Lambda I_{22}(M)p}{1 + 2\Lambda I_{22}(M)p + 2\Lambda M(1 - p)}$$
$$\approx \frac{2\Lambda M}{1 + 2\Lambda I_{22}(M)}.$$  \hspace{1cm} (21)

The analysis up until now has assumed that the initial frequency of the favored allele is $1/2N$ as it would be in the case of a newly arising mutant that is destined to fix. If the favored allele is a rare existing variant that for some reason becomes selectively favored, then the analysis presented above still holds.

CALCULATIONS

For simplicity, we only examine a sample of size 2. Similar calculations can be made for larger samples. When considering the hitchhiking effect caused by the substitution of a single, rare, selected allele, the distribution of the $Q$ process for a sample of size 2, only depends on $P_{22}(R)$, where $R$ is the expected number of crossovers per genome per $2N$ generations between the selectively neutral region and the selected locus. In Figure 2, $P_{22}(R)$ is plotted as a function of $R$ for different values of $\alpha$. To calculate $P_{22}(R)$ we used formula (14) with $\varepsilon = 10^2/2N$ and the population size, $2N = 10^8$. This value of $\varepsilon$ is small enough so that $P_{3,2,0}(\tau(\varepsilon))$ is negligible. Calculations not presented here show that the curves in Figure 2 are fairly insensitive to $2N$ so long as $2N \geq 100\alpha$.

Since $5/\alpha > 10^2/2N$, the curves in Figure 2 overestimate $P_{22}(R)$. In order to examine how much of an overestimation there is, a simulation was performed as described in the theory section. For each value of $\alpha$, $P_{22}(R)$ was evaluated for $R = 10$, $R = 100$ and $R = 1000$. For each set of parameter values 50 sample paths of the $X$ process that reach $5/\alpha$ were simulated.

In all cases the estimate of $P_{22}(R)$ differed from the value plotted in Figure 2 by less than 2%. For example, if $\alpha = 10^4$ and $R = 100$, then the plotted value of $P_{22}(R)$ is 0.158, while the estimate obtained from the simulation is 0.155. Thus the error caused by using the deterministic model for the frequency of the $B$ allele when the frequency is small, is negligible.

As the amount of crossing over increases between the neutral region and the selected locus, the probability of no common ancestor occurring during the selected phase, $P_{22}(R)$, would be expected to increase. It is clear from Figure 2 that $P_{22}(R)$ is an increasing function of $R$. Increasing $\alpha$ decreases $\eta$, the time of the selective phase, and so one would expect that $P_{22}(R)$ decreases as a function of $\alpha$. This behavior is also seen in Figure 2. Another way to interpret this observation is that the larger $\alpha$ is, the larger the region of the genome that is affected by the selected substitution.

The curves in Figure 2 are all similar in shape and they appear to be equal distance from each other, suggesting that $P_{22}(R)$ may be a function of $R/\alpha$ and so independent of population size. Direct calculation however, shows that this is only approximately true.

The expectation, $E(T)$, whose formula is given in (12), is plotted in Figure 3a for different values of $R$, and in Figure 3b for different values of $\alpha$ as a function of $R$ (measured in $2N = 10^8$ generations), the ancestral time when the selected mutation was introduced into the population (or when the rare allele becomes selectively favored). In Figure 3a, $\alpha = 10^4$ and in Figure 3b, $R = 10$. It is not difficult to show from Figure 2 and Equation (12) that $E(T)$ is an increasing function of $\tau$ and $R$ and decreasing function of $\alpha$. In particular, as is seen in Figure 3, a and b, $E(T)$ will differ.
In Table 2 the values of $M$ (Equation 20), $\Lambda_{MAX}$ (Equation 22) and $I_{22}(M)$ are given for different values of $\alpha$ ($2N = 10^8$ and $\delta = 0.01$). The value of $M_f$ in (20) is chosen so that $1 - P_{22}(M_f)$ is within $1\%$ of its limit, $1 - E(e^{-\alpha}) \approx E*(q)$. The quantities $M$ and $I_{22}(M)$ increase more or less linearly with $\alpha$, and the ratio $I_{22}(M)/M \approx 0.24$, independent of the value of $\alpha$. The product $2M\Lambda_{MAX}$ varies between 0.8 and 84 as $\alpha$ varies between $10^5$ and $10^7$. All the quantities in Table 2 are insensitive to $2N$ so long as $\alpha \leq 10^{-2}(2N)$ (calculations not shown).

The major goal of this paper is to determine the consequence of hitchhiking resulting from recurring selected substitutions on standing, selectively neutral variation at the DNA level. In Figure 4 $E(T)$, (Equation 18), is plotted as a function of $\Lambda$, for different values of $\alpha$ with $2N = 10^8$. Since $I_{22}(M)$ is insensitive to $2N$ (for fixed $\alpha$), the same is true of $E(T)$. Even for small values of $\Lambda$, the hitchhiking effect can reduce $E(T)$ substantially from 2 (its expectation for an isolated, selectively neutral locus) for large values of $\alpha$, e.g., if $\alpha \geq 10^5$, and $0.0002 \leq \Lambda \leq \Lambda_{MAX}$, then $E(T) \leq 0.7$. Since the expected number of polymorphic sites, $E(S)$, is proportional to $E(T)$, it is clear that the hitchhiking effect associated with the rapid fixation of selected mutants (or very rare alleles) can substantially reduce the expected number of polymorphic sites in a sample from that expected in the absence of selection.

The expected number of selected substitutions in a region of size $2M$ until the most recent common ancestor of the sample, $E(K_0)$, can be calculated from Equation 23. The values of $E(K_0)$ corresponding to $\Lambda_{MAX}$ range from 0.7 (for $\alpha = 10^5$) to 4.1 (for $\alpha = 10^6$). It is interesting to note that this latter value is near the maximum value of $E(K_0), M/I_{22}(M)$, which is about 5 and independent of $\alpha$.

**DISCUSSION**

The analysis of the theoretical population genetics model of selectively neutral molecular variation under the forces of mutation and random genetic drift (Kimura 1983; Gillespie 1987) has yielded many important and useful predictions. The ability of the theory to explain much of the observed variation within and between species has led many to accept the proposition that most molecular polymorphism within and divergence between species is of no phenotypic consequence to the fitness of the organisms. Two critical assumptions of the neutral theory are that selected variants are so rare that they comprise a minute portion of molecular genetic variation and that their dynamics have negligible effects on the dynamics of the preponderant, neutral variation. It is this second assumption that we have investigated.

Maynard Smith and Haigh (1974) studied the effect of a single selected substitution of a newly arising mutant (or rare variant) on a neutral polymorphism, and showed that the hitchhiking effect of a single selected substitution can substantially reduce heterozygosity at a linked selectively neutral polymorphic locus. The experimental data motivating their investigation was the mounting evidence of allozyme polymorphism in the early 1970s. Today more de-
tialed information on molecular genetic variation in natural populations is accumulating and so what is needed is an analysis of the cumulative hitchhiking effect of multiple, linked selected substitutions that affords predictions about DNA sequence variation in samples from natural populations.

For DNA sequence data, a natural summary statistic is $S$, the number of polymorphic sites in the sample. To study the consequences of hitchhiking on the distribution of $S$, it suffices to consider the effect of recurring, linked selected substitutions on the coalescent process for a random sample of genes at a selectively neutral locus. This approach differs from more classical population genetics theory (in particular the approach of Maynard Smith and Haigh) in that the genealogical history of a sample is the focus rather than population variables or statistics thereof, e.g., heterozygosity or half-life of neutral polymorphism.

The expected time to the common ancestor of two randomly sampled genes at a selectively neutral locus that is linked to loci at which strongly selected substitutions have occurred in the history of the sample is our primary interest. Our results can in principal, be generalized to study higher moments and/or larger samples. However, the calculations become much more complicated. Our analysis is an extension of that of Kaplan, Darden and Hudson (1988) and Hudson and Kaplan (1988) and proceeds in two steps. Using their techniques, we first quantify the effect of single, linked ancestral, selected substitution on the time to the common ancestor. The magnitude of the effect on the expected time depends on the population size, when the selected substitution occurred, the strength of the selection and finally the amount of crossing over between the two loci. Next we identify the domain of the parameters where these results can be extended to the case of recurring selected substitutions at random distances from the selectively neutral region of interest. The critical assumption for this extension is that selected substitutions near the neutral region be sufficiently rare so that it is unlikely that in any generation more than one would be polymorphic in the population.

The parameter $\lambda$, the expected number of selected substitutions per nucleotide site per generation, has two interpretations. On one hand, it can reflect the rate at which the environment changes causing previously rare deleterious alleles to be selectively favored. In this case $\lambda$ and $\Lambda$, are constant and do not depend on the population size. Alternatively, the fixation of favored variants may be mutation-limited. In this case, $\lambda$ can be approximated as $(2N\mu)/(2s)$, where $\mu$, is the mutation rate to favorable variants per nucleotide site per chromosome per generation, each of which is assumed to have selective advantage $s$ and $2s$ in the heterozygote and homozygote, respectively.

Thus $\lambda$ and $\Lambda$, are proportional to $2N$, assuming $\mu$, $s$ and $c$ are fixed.

The hitchhiking effect of recurring, linked selected substitutions on $T$ and consequently on $S$, can be substantial. As Figure 4 shows the expected time to the common ancestor of a sample of two genes can be more than an order of magnitude below its predicted value under the neutral theory. Furthermore, this effect is sensitive to the strength of selection and the rate of crossing over.

Decreasing $c$, the rate of crossing over per nucleotide site, per genome, per generation, increases $\Lambda$, and so as seen in Figure 4, decreases $E(T)$. Thus in regions of low crossing over per physical length, one would expect that the number of polymorphic sites in a random sample would be less than that predicted by the neutral theory. The recent data of Stephan and Langley (1989) and Aguadé, Miyashita and Langley (1989) surveying the levels of restriction map variation in chromosomal regions with reduced levels of crossing over per physical length support this prediction.

Maynard Smith and Haigh (1974) investigated the reduction in heterozygosity due to the substitution of a linked favored mutation, $B$. They developed a two locus deterministic model that provided the limiting value of heterozygosity as a function of the initial frequency, $R_0$, of the neutral allele, $A$, the coefficient of selection, $s$, and the recombination fraction, $r$ (i.e., $r = R/2N$). Their calculation of heterozygosity is conditional on the selected mutation occurring on a chromosome bearing $a$, the alternative allele to $A$. By weighting their expression by the probability $(1 - R_0)$ that the selected mutation occurs on a chromosome bearing an $a$ allele and adding it to the symmetrical
expression multiplied by the probability \( R_0 \) that

\[ H_e = (1 - R_0)Q_w(ab)(1 - Q_w(ab)) + R_0Q_w(Ab)(1 - Q_w(Ab)), \]

where \( Q_w(ab) \) and \( Q_w(Ab) \) are the frequencies of the

\[ AB \]

alleles after fixation, conditional on the selected mutation occurring on an \( ab \) or \( Ab \) chromosome, respectively. The subsequent calculations of MAYNARD SMITH and HAIGH (1974) that are based on the

\[ H_e/H_0 \]

ratio \( H_e/H_0 \) (e.g., Equation 29) are also conditioned on the selected mutation occurring on an \( A \) bearing chromosome and so they too need to be modified appropriately. EWENS (1979, pp. 205) used the expression for \( H_e \) in (24) in his discussion of OHTA and KIMURA’S (1975) analysis of the hitchhiking effect.

In the diploid case MAYNARD SMITH and HAIGH (1974) were unable to obtain closed form expressions for \( Q_w(ab) \) and \( Q_w(Ab) \), while in the haploid case they showed that

\[ Q_w(ab) = R_0D, \]

where

\[ D = r(1 - X(0)) \sum_{n=0}^{\infty} \left( \frac{1 - r^n}{1 - X(0) + X(0)(1 + s)^n} \right), \]

and \( r \) is the recombination fraction between the neutral locus and the selected locus per genome per generation. We note by symmetry that

\[ Q_w(Ab) = (1 - R_0D). \]

If we substitute the expressions for \( Q_w(ab) \) and \( Q_w(Ab) \) in (24), then

\[ \frac{H_e}{H_0} = D(2 - D). \]

The diploid and haploid cases are effectively the same when \( s \) is small, and so one might expect from (16) that \( P_{22} \approx D(2 - D) \). Numerical calculations, however, show \( P_{22} \) is smaller than \( D(2 - D) \). One reason why \( P_{22} \) is less than \( D(2 - D) \) is because Equation 24 is only valid if the variance of the frequency of the \( AB \) allele after fixation is negligible, and this in general is not the case. Ignoring this variability leads to an overestimate of the ratio, \( H_e/H_0 \). A discrepancy between \( P_{22} \) and \( D(2 - D) \) exists even when \( P_{22} \) is very small, the case where one might expect the variance of the \( AB \) allele after fixation to be negligible. For example, if \( 2N = 10^8 \), \( s = 10^{-3} \) and \( r = 10^{-6} \), then \( P_{22} = 2.19 \times 10^{-6} \) and \( D(2 - D) = 3.6 \times 10^{-6} \). Part of the problem in this case may be that MAYNARD SMITH and HAIGH’s calculation of \( Q_w(ab) \) uses a deterministic model for the frequency of \( B \) allele regardless of whether the frequency is very small or very large. This, as pointed out by MAYNARD SMITH and HAIGH, results in an overestimate of \( Q_w(ab) \).

The simplest prediction of the neutral theory of molecular evolution is that expected heterozygosity should increase with population size. The apparent failure of allozyme survey results (LEWONTIN 1974) to support the prediction stimulated MAYNARD SMITH and HAIGH (1974) to investigate the hitchhiking effect. Their results certainly indicate that the hitchhiking effect “can account for the uniformity of heterozygosity between species.” Our analysis of the hitchhiking effect on the expected number of segregating sites in samples from natural populations supports their contention. In the absence of selection \( E(T) = 2 \) and so \( E(S) \), which equals \( 2N \mu E(T) \), is proportional to \( 2N \). In the presence of hitchhiking, \( E(T) \) is a decreasing function of \( \alpha \) and \( \Lambda \) (Figure 4), and so \( E(S) \) is no longer proportional to \( 2N \). For example, suppose \( s = 10^{-3}, 2N = 10^8 (\alpha = 10^{-5}) \) and \( \Lambda \) is large enough so that there is a hitchhiking effect on \( E(T) \), say \( 2.5 \times 10^{-5} (E(T) = 1.64) \). If \( \lambda \) reflects the rate of change of the environment (i.e., it does not depend on \( 2N \) and so \( \Lambda \) is a constant), then \( E(S) \) increases fivefold as \( 2N \) increases tenfold from \( 10^8 \) to \( 10^9 \). Alternatively, if the fixation of favored mutations is mutation-limited (i.e., \( \lambda \) and \( \Lambda \) are proportional to \( 2N \) ), then \( E(S) \) actually decreases by more than 35% when \( 2N \) increases from \( 10^8 \) to \( 10^9 \).

The hitchhiking effect on \( E(T) \) can be substantial, even when the fraction of substitutions that are selectively fixed, \( f \), is negligible as assumed in the neutral theory of molecular evolution. For example, if \( c = 10^{-3} \), \( \mu = 10^{-9} \) (reasonable values), \( 2N = 10^8 \), \( s = 10^{-3} \) and \( \Lambda = 2.5 \times 10^{-4} \), then \( E(T) = 0.096 \); and

\[ f = \lambda/(\mu + \lambda) \approx C \Lambda/2N \mu = 2.5 \times 10^{-5}. \]

Thus on average, one out of every 400 substitutions is selectively fixed, while \( E(T) \) (and thus \( E(S) \)) is only \( 1/50 \) of its value under strict selective neutrality.

The analysis we have presented requires several assumptions. The requirement that \( \alpha \) is large ensures that we can model the frequency process at the selected locus deterministically. This is not a stringent assumption since there is no hitchhiking effect when \( \alpha \) is small. A second and more important limitation concerns the magnitude of \( \Lambda \). The results are only valid when \( \Lambda \) is sufficiently small so that it can be assumed that at any one time at most only one selected, linked substitution is on its way to fixation. This constraint on \( \Lambda \) is a technical requirement and has no biological counterpart. Actual values of \( \Lambda \) in natural populations could well exceed this artificial upper bound. The consequences of hitchhiking in natural population with the larger values of \( \Lambda \) requires further investigation.
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