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ABSTRACT

A model of the gene action on a quantitative character is suggested. The model takes into account epistasis by combining multiplicative with the traditional additive approximation of the action of loci. It is demonstrated on the basis of this model that a high level of genotypic variation can be maintained in a population for a quantitative character under stabilizing selection in the absence of mutations, if there is epistasis. It is also shown that a large amount of additive variation as well as high heritability can be “hidden” in such a population and “released” if stabilizing selection is relaxed.

Stabilizing selection for an intermediate phenotype is widely recognized as a very important factor acting on quantitative characters in natural populations. It is also widely recognized that the presence of genotypic variation, and additive genotypic variation in particular, for a quantitative character is necessary for its evolution. On the other hand, starting from R. A. Fisher (1930), it has been demonstrated that the effect of stabilizing selection on a character is to reduce its additive component of genotypic variance. Lewontin (1964) has shown that no genotypic variation at all (except for variation due to one segregating locus) can be maintained under stabilizing selection for a quantitative character controlled by a genetic system with several equivalent loci, if the effect of genes on the character is strictly additive. A similar result was obtained by Bulmer (1971). And yet many field and laboratory studies often reveal substantial amounts of genotypic variation maintained by quantitative characters in natural populations. Also, the fact that many quantitative characters show an appreciable response to artificial selection indicates that a large proportion of the maintained genotypic variation is additive. To account for this, a hypothesis of “mutation-selection balance” as a mechanism responsible for maintenance of genotypic variation in natural populations was put forward and several models of such a mechanism have been suggested [Slatkin (1987) can be consulted for references]. The idea of variation maintained by mutation-selection balance is in itself quite obvious. Indeed, given that selection reduces variation whereas mutations increase it, there is going to be some variation maintained due to a balance between the two forces. It is not quite as obvious, however, whether parameters of selection and mutations in nature are such that this mechanism can actually account for the high levels of genetic variation often observed in natural populations.

Selection and mutations are not the only factors affecting variation in a population. Various other processes of hereditary transmission (segregation, recombination, etc.) also have an effect. If these processes are such that individuals of intermediate phenotypes produce a sufficient number of offspring with extreme phenotypes, then, even in the absence of mutations, there will be two forces having opposite effects on variation: stabilizing selection reducing it and hereditary transmission increasing it. A balance between these forces may result in maintenance of genotypic variation.

One of the best known examples of such “heredity-selection balance” is the stable polymorphism maintained by a genetic system with one diallelic locus under stabilizing selection favoring the heterozygote. Another example is the effect of dominance discussed by Lewontin (1964). He has demonstrated that dominance can result in the maintenance of genotypic variation. This, however, is possible if, and only if, the value of the “optimum” is shifted from an intermediate toward an extreme phenotype, so that when the number of loci is large, the “optimum” must be very close to an extreme phenotype, thus rendering selection directional rather than stabilizing. Also, there is a paradoxical phenomenon of the maintained variation being reduced when the number of loci controlling the character increases. It appears, therefore, that dominance cannot be responsible for maintaining appreciable genotypic variation for quantitative characters controlled by many loci under stabilizing selection for an intermediate phenotype. One more example of a balance between stabilizing selection and hereditary
transmission is the model by Gale and Kearsey (1968) (also Kearsey and Gale 1968) of quantitative characters controlled by two or three loci without dominance but with non-equal effects on the character. A stable polymorphic equilibrium under stabilizing selection for an intermediate phenotype is possible in this model, but this requires large differences between the effects of the loci. It appears, therefore, that this mechanism also cannot account for the variation maintained for characters controlled by many loci.

All existing models of mutation-selection balance (and practically all population genetic models of quantitative characters) assume additivity of the action of loci and ignore epistasis. Very few arguments have been offered, however, to justify this. One of the main arguments comes from the fact that little epistasis is usually detected when methods of statistical analysis based on partitioning the total phenotypic variance are employed. It is important, however, to recognize the difference between epistasis as a nonadditive action of loci controlling a character and "epistasis" measured by the component of the total genotypic variance attributable to the nonadditive action of the loci. The "epistatic component of variance" depends on a particular distribution of genotypes, and, hence, "epistasis" measured by such a component does not represent a property of a quantitative character, but rather a characteristic of a particular population. Therefore, the fact that very little variation is attributable to non-additivity in the action of loci does not necessarily mean that the loci do indeed act additively.

**ADDITIVE-MULTIPLICATIVE MODEL OF LOCUS ACTION**

One of the problems in dealing with epistasis is the difficulty of incorporating it into a manageable model. Quite a few parameters are needed to represent general epistasis even in the case of only two loci, and the number of parameters grows very rapidly when the number of loci increases. The purpose of this paper, however, is not to suggest a general model of epistasis, but rather to demonstrate that it can be responsible for the maintenance of high levels of genotypic variation in populations under stabilizing selection. We shall also limit our consideration only to "pure" epistasis, i.e., dominance and unequal effects of loci will not be considered.

Consider two diallelic loci, A and B. Since dominance is excluded and the loci are assumed to be equivalent, only one parameter is needed (ignoring a linear scale transformation) to describe any epistasis in this case, and the following matrix may be used to represent the genotypic values corresponding to different genotypes:

<table>
<thead>
<tr>
<th>Locus</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genotype</td>
<td>xₐ, xₜ</td>
</tr>
<tr>
<td>AA, BB</td>
<td>0</td>
</tr>
<tr>
<td>Aa, Bb</td>
<td>1</td>
</tr>
<tr>
<td>aa, bb</td>
<td>2</td>
</tr>
</tbody>
</table>

Defining the effects, xₐ and xₜ, of the loci on the genotypic value:

\[ x = (1 - z)(xₐ + xₜ) + z(xₐxₜ). \]  

Thus, a "pure" (additive by additive) epistatic interaction between two diallelic loci can always be represented as a sum of two components: additive and multiplicative.

The "additive-multiplicative" model of epistasis can be extended to more than two loci, so that the genotypic values for three and four loci are represented as:

\[ x = (1 - z)(xₐ + xₜ + xₐₜ) + z(xₐxₜxₐₜ), \]  

\[ x = (1 - z)(xₐ + xₜ + xₐₜ + xₐₜₜ) + z(xₐxₜxₐₜxₜₜ), \]  

with the effects of loci C and D being the same as those of loci A and B in (2). Limiting our consideration to 0 ≤ z ≤ 1, parameter z of the model can be interpreted as the "strength" of epistasis. When z = 0, the effects of loci are strictly additive and there is no epistasis, whereas z = 1 means a purely multiplicative interaction between the loci. The range of genotypic values is between \( x_{min} = 0 \) and \( x_{max} = (1 - z)2^n + z^n \), where \( n \) is the number of loci.

A few words should be said in response to a possible criticism that interactions between loci controlling real quantitative characters can be more complex than those represented by the additive-multiplicative model. As has already been pointed out, it is not easy to construct a model of epistasis with at least some degree of generality and, yet, with a manageable number of parameters. The model (3) has exactly the advantage of not being exceedingly specific and at the same time having only one parameter to describe epistasis. Just as the standard additive model does not describe an actual molecular-biological mechanism of gene action, but rather represents a mathematical approximation, the additive-multiplicative model also is a mathematical approximation generalizing the purely additive one. The model can also be viewed as
a combination of two scales widely used in practical applications: linear and logarithmic. Indeed, if a logarithmic transformation makes a character "more additive," this implies that on the original, linear scale the effects of the loci were multiplicative. Powers (1950) presents specific examples of the use of linear and logarithmic scales.

Stabilizing selection on the genotypic values of a quantitative character can be described by a quadratic function representing the fitness of an individual with the genotypic value \( x \):

\[
w(x) = 1 - K(x - \theta)^2.
\]

The "optimum" genotypic value, \( \theta \), was fixed in all cases exactly in the middle of the range of genotypic values (although this is not critical for the results):

\[
\theta = \frac{1}{2}(x_{\text{max}} - x_{\text{min}}),
\]

where \( x_{\text{min}} \) and \( x_{\text{max}} \) are the minimum and maximum genotypic values for a given strength of epistasis, \( z \). To ensure that the fitness function remains nonnegative for any \( x \) within the range of genotypic values, the fitness function was represented in the following form:

\[
w(x) = 1 - S(x - \theta)^2 \frac{4}{(x_{\text{max}} - x_{\text{min}})^2},
\]

where \( S \) takes values between 0 and 1 and can be regarded as the strength of selection (the greater \( S \) is, the stronger selection is). An individual with the optimal genotypic value, \( \theta \), always has the maximum fitness, 1, whereas individuals with extreme genotypic values, 0 and \( x_{\text{max}} \), have the lowest fitness, \( 1 - S \). The effect of environment on a quantitative character was neglected, but it can be easily accommodated by appropriately correcting parameters of the fitness function (6).

Considering a two-locus case, it is seen from (1) that the fitnesses of genotypes are described by a matrix of the following type:

\[
\begin{array}{ccc}
BB & Bb & bb \\
AA & a & b & c \\
Aa & b & d & e \\
aa & c & e & a
\end{array}
\]

which is a special case of a two-locus model discussed by Franklin and Feldman (1977). Although matrix (7) is symmetric, the model is not the "symmetric viability model" (in which case \( b = e \)) discussed by Bodmer and Felsenstein (1967) and also by Karlin and Feldman (1970). For the latter model there always exists an equilibrium with \( p_A = p_B = 0.5 \) for any recombination and actual values of fitnesses. Equilibria in model (7), instead, depend on the recombination as well as on the actual values of fitnesses and it is quite difficult to find such an equilibrium analytically.

It is even more difficult to find equilibria and investigate their stability analytically when the number of loci is greater than two. For this reason, computer modeling was employed. All computations were conducted on a microcomputer "Compaq II."

**COMPUTER MODELING**

Random mating was assumed, and the following system of recurrence equations was used to describe the dynamics of the gametic distribution in a population:

\[
q_{k+1}(g_1, g_2) = \frac{1}{W_k} \sum_{g_1} \sum_{g_2} q_k(g_1)q_k(g_2)w(g_1, g_2)H(g_1, g_2 | g_1, g_2),
\]

where \( g_1, g_2 \) and \( g_3 \) are gametes (e.g., \( Ab \) in the case of two loci, \( ABCD \) in the case of three loci or \( AbcD \) in the case of four loci); \( q_k \) and \( q_{k+1} \) are the proportions of gametes in generations \( k \) and \( k + 1 \). The fitness, \( w \), of a genotype \( (g_1, g_2) \), is obtained by computing for this genotype the genotypic value based on formulas (2) and (3) and substituting it into the formula for the fitness function (6). Function \( H(g_1, g_2 | g_1, g_2) \) in (8) represents the conditional probability that a gamete produced by an individual with the genotype \( (g_1, g_2) \) will be \( g_3 \). A program for computing this function can be written for any set of recombination coefficients.

Given the gametic frequencies in a particular generation, it is not difficult to compute allelic frequencies and linkage disequilibria. It is also not difficult to obtain, assuming random mating, the distribution of genotypic values, and, hence, the mean and the variance of the genotypic values in a given generation.

Let us assume that the coefficients of recombination between two adjacent loci are the same for all loci and that there is no interference. Combined with the assumption of equivalent loci this entails a symmetry in the model, so that conditions

\[
\begin{align*}
q_A &= q_B \quad \text{(for two loci)} \\
q_A &= q_C \quad \text{(for three loci)} \\
q_A &= q_B = q_C \quad \text{(for four loci)}
\end{align*}
\]

(9)

(where \( p_A, p_B, p_C \) and \( p_D \) denote the allelic frequencies in corresponding loci) are invariant with respect to the dynamic equations (8). Only symmetric equilibria of type (9) have been studied in this paper. It should be pointed out that nonsymmetric equilibria may also exist even for a symmetric model (Karlin and Feldman 1970).

Equilibria were obtained by numerically iterating recurrence equations (8). The "distance," \( d \), between the distributions of gametes in two consecutive generations,
was computed after every iteration, and when \( d < 10^{-11} \), it was determined that an equilibrium has been reached. Since only symmetric equilibria were considered, in order to speed up the computations, iterations were always started with allelic frequencies being 0.5 in all loci, i.e., conditions (9) were satisfied from the beginning. Also, gametes initially were in linkage equilibrium.

After an equilibrium solution of (8) has been obtained, a test of its stability was performed. In the case of two loci, the system of equations (8) was linearized at the equilibrium yielding a cubic characteristic equation. The roots of this equation were computed, and the stability of the equilibrium was determined based on the eigenvalues. Thus, a standard local stability analysis was performed in the case of two loci. The characteristic equations for three and four loci are too complex, and the stability of equilibria in those cases was tested in a different way. After obtaining an equilibrium in those cases, the equilibrium distribution of gametes was perturbed by adding to each gametic frequency its own independently generated random number uniformly distributed between 0 and 0.1, and then normalizing the gametic frequencies to unity. The system (8) was then iterated again starting with the randomly perturbed gametic frequencies. At least two random perturbations of an equilibrium were performed. If after each perturbation the system converged back to the previously established equilibrium, it was classified as stable, and it was classified as unstable otherwise. The justification for such a method of determining local stability of an equilibrium is presented in APPENDIX C.

The main results of computer modeling are summarized in Tables 1 and 2. It should be pointed out that only stable equilibria with all loci being polymorphic with allelic frequencies above 0.1 are included in the tables. Blank spaces in a table indicate the lack of such a “totally polymorphic” stable equilibrium. It is also worth noting that there was negative linkage disequilibrium between each pair of loci in all stable equilibria.

The genotypic variances maintained in stable equilibria are presented in Table 1. A bold entry shows the genotypic variance, \( V \), maintained by a character with the strength of epistasis \( z \) and recombination coefficient \( r \) under selection of strength \( S \). The value of \( V \) in itself does not tell whether the level of maintained variation is high or low. An answer to this question can be obtained by comparing the value of \( V \) maintained under selection with the maximum genotypic variance that can ever be maintained for the character under random mating without any selection. The values of the maximum genotypic variance, \( \max V \), for a corresponding strength of epistasis \( z \) are also included in Table 1. The analytical derivation of the maximum variance for two loci is given in APPENDIX A. For three and four loci analytical derivations are too complex and the following computer procedure was employed instead. Genotypic variances were computed for a given value of \( z \) under the assumption of linkage equilibrium for a grid of allelic frequencies between 0 and 1 with a step 0.005, and the highest among them was chosen as the maximum.

Also included in Table 1 (regular numbers) are the coefficients of linear offspring-parent regression, \( b \), in a population at a stable equilibrium. They were computed according to the formulas presented in APPENDIX D. This coefficient is often used to estimate the heritability \( (h^2 = 2b) \). Notice that with epistasis the values of this coefficient may exceed 0.5 resulting in nonsensical estimates of the heritability. This is due to the fact that \( b \) represents the coefficient of the linear regression best fitted to the actual offspring-parent regression which may be nonlinear in the presence of epistasis.

How much of the equilibrium genotypic variance is additive? Before answering this question, recall that there is a negative linkage disequilibrium in all stable equilibria in Table 1. A partitioning of the genotypic variance into additive and epistatic components is not very useful in the presence of linkage disequilibrium. This is because the separation of main effects and interactions in a factorial design is meaningful only if the factors are independent, whereas their meaning is much less obvious when the factors are not independent. APPENDIX B provides an illustration of a situation when notions of additive variance and heritability are useless for predicting responses to selection in the presence of linkage disequilibrium. BULMER (1985, pp. 160–163) and GRIFFING (1960) also discuss this problem.

We may, however, compute the additive variance and heritability for a population with the same allelic frequencies as those maintained under stabilizing selection, but in linkage equilibrium. Computed in this manner, additive variance and heritability can be regarded as “hidden” in the population at the equilibrium under stabilizing selection, and “released” when selection is relaxed. It is as if a sample from a population in nature (where natural selection operates) is brought to a laboratory (where it is relaxed) and individuals are allowed to mate randomly for a number of generations before estimates of additive variance and heritability are undertaken. This may be close to what quite often happens in reality.

Table 2 shows such “hidden” additive genotypic variances (bold numbers) and heritabilities (regular numbers). Also shown in the table is the maximum additive variance, \( \max V_a \), that can ever be maintained in linkage equilibrium by a character with the corresponding strength of epistasis, \( z \). Computations of the
TABLE 1
Genotypic variance (bold numbers) and offspring-parent regression (regular numbers) maintained in a stable equilibrium under stabilizing selection

<table>
<thead>
<tr>
<th>No. of loci</th>
<th>r</th>
<th>S</th>
<th>z</th>
<th>max V</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>TWO</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.10</td>
<td>1.18</td>
<td>1.26</td>
<td>1.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>THREE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.70</td>
<td>3.26</td>
<td>3.89</td>
<td>4.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOUR</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.29</td>
<td>9.78</td>
<td>12.68</td>
<td>15.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
additive genotypic variance were conducted following Crow and Kumura (1970). The derivation of the maximum additive variance for two loci is given in the Appendix A, whereas for three and four loci it was computed using a grid procedure similar to the one used to obtain the maximum genotypic variance in Table 1. The “hidden” heritability in Table 2 is defined as the ratio of the “hidden” additive variance to $V^*$, the total genotypic variance computed with allelic frequencies determined by stabilizing selection, but in linkage equilibrium. Due to the negative linkage variation can be maintained for a quantitative character with epistasis under stabilizing selection, but, as results in Table 2 demonstrate, a large amount of additive variation can be “hidden” in such a population. Table 2 also shows that the corresponding “hidden” heritabilities can be quite high (greater than 0.8 in all cases). This means that almost all genotypic variation “released” from the equilibrium population by relaxing the stabilizing selection will be additive, and, hence, methods based on estimating the epistatic component of variance will practically never detect even a strong multiplicative interaction between loci. It also means that there will be an appreciable linear response to directional selection in such a population, i.e., the character controlled by epistatic loci will respond as if the action of the loci was almost purely additive.

Thus, an important conclusion from Tables 1 and 2 is that, on one hand, a large amount of genotypic variation can be maintained under stabilizing selection by a character with epistasis, but on the other hand, such epistasis may never be detected by either a standard genetic-statistical technique or by the response of the character to directional selection.

It may be suspected that a character with a strong multiplicative interaction between loci will have an easily recognizable “exotic” phenotypic distribution. Figure 1, however, proves this not necessarily the case. Depicted there is the equilibrium phenotypic distribution under stabilizing selection of a quantitative character controlled by four loci with additive-multiplicative interaction ($z = 0.7$) and with free recombination, $r = 0.5$, between all the loci. The strength of stabilizing selection on the genotypic value is $S = 0.1$, and the optimum is at 6.8 corresponding to the intermediate between the minimum, 0, and maximum, 13.6, of the possible genotypic values. For this set of parameters, the equilibrium genotypic variance is maintained at the level $V = 13.92$ (see Table 1). The scattered plot in Figure 1 shows the equilibrium distribution of the genotypic values. In addition to the genotype, environment is also assumed to contribute to the character, so that phenotype, $X$, is equal to the sum, $x + e$, of the genotypic and environmental contributions, where $e$ is normally distributed with

### DISCUSSION AND CONCLUSIONS

Results in Table 1 clearly demonstrate that large amounts of genotypic variation (close to the maximum possible without selection) can be maintained for a quantitative character with epistasis under stabilizing selection in the absence of mutations. This may happen under weak ($S = 0.1$) as well as under strong ($S = 0.9$) selection. It may also be pointed out that the equilibrium mean genotypic value, although not being exactly equal to the “optimum,” is not very far from it: the ratio of the equilibrium mean, $M$, to the “optimum” value, $\theta$, was in all cases within the interval $0.82 \leq M/\theta \leq 0.95$, $0.83 \leq M/\theta \leq 0.92$ and $0.86 \leq M/\theta \leq 0.91$ for two, three and four loci, respectively. Notice also that, unlike the genotypic variance maintained due to dominance which goes down when the number of loci increases (Lewontin 1964), the variance maintained due to multiplicative epistasis grows almost geometrically with increasing number of loci.

It is not only that a large amount of genotypic variation can be maintained for a quantitative character with epistasis in a population under stabilizing selection, but, as results in Table 2 demonstrate, a large amount of additive variation can be “hidden” in such a population. Table 2 also shows that the corresponding “hidden” heritabilities can be quite high

### APPENDIX A

#### Table 1—Continued

<table>
<thead>
<tr>
<th>$r$</th>
<th>$S$</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$z =$ parameter of epistasis; $r =$ recombination; $S =$ strength of selection; $\max V =$ maximum genotypic variance without selection.
### TABLE 2

"Hidden" additive variance (bold numbers) and heritability (regular numbers) maintained under stabilizing selection

<table>
<thead>
<tr>
<th>No. of loci</th>
<th>$r$</th>
<th>$S$</th>
<th>$\sigma^2$</th>
<th>$x$</th>
<th>$S^2$</th>
<th>$h^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td><strong>TWO</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>THREE</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>FOUR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$max V_a$
genotypic variation as well as on the additive variance even strong epistasis may not manifest itself by an of the relationship between phenotypic and genotypic additive-multiplicative model concerning the effect of corresponding to the genotypic fitness function as in about the phenotypic distribution in Figure 1. Hence, selection). Hardly anyone will find anything exotic about the phenotypic distribution in Figure 1. Hence, even strong epistasis may not manifest itself by an unusual phenotypic distribution.

A number of predictions can be made based on the additive-multiplicative model concerning the effect of the strength of stabilizing selection on the maintained genotypic variation as well as on the additive variance and heritability. The genotypic variance (Table 1) maintained under stronger selection is reduced as compared to the variance maintained under weaker selection, but the reduction is not necessarily very big, especially if the linkage is not tight. For example, when selection changes from $S = 0.1$ (weak) to $S = 0.9$ (strong), the equilibrium genotypic variance maintained by the genetic system with $r = 0.5$ and $z = 0.7$ is reduced from 4.09 to 3.66 for three loci, and from 13.92 to 12.38 for four loci (11% decrease in both cases). This is not a big reduction considering how much stronger selection with $S = 0.9$ is as compared to one with $S = 0.1$. Indeed, the ratio of the fitness of the “optimal” genotype to that of the “worst” one is 10 when $S = 0.9$, whereas it is only 1.1 when $S = 0.1$. It is also seen from Table 1 that the coefficient of offspring-parent regression is practically unaffected either by the strength of selection or by recombination. As for the “hidden” additive variance (Table 2), it may actually increase, however slightly, when selection becomes stronger. The strength of selection has practically no effect on the “hidden” heritability (Table 2).

The above predictions of the additive-multiplicative model can be compared to the results of the few stabilizing selection experiments reported in the literature. Falconer (1957) conducted an experiment on the number of abdominal bristles on Drosophila melanogaster in which 20 out of 60 pairs of flies with the number of bristles nearest to the mean in the original population were selected for the duration of 14 generations. No changes in the phenotypic variance that could be attributed to the selection were found, in spite of the relatively strong selection. In an experiment by Kaufman, Enfield and Comstock (1977), stabilizing selection for pupa weight in Tribolium castaneum was conducted during 95 generations. In each generation, one male was mated randomly to two females resulting in 36 half-sib families, and 1 out of 10 male and 2 out of 10 female progeny with the weight nearest to the median in the family were se-

**TABLE 2—Continued**

<table>
<thead>
<tr>
<th>$r$</th>
<th>$S$</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td></td>
<td>9.96</td>
<td>11.93</td>
<td>15.25</td>
<td>19.03</td>
<td>23.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
</tr>
<tr>
<td>0.25</td>
<td>0.50</td>
<td>6.91</td>
<td>10.13</td>
<td>12.17</td>
<td>15.50</td>
<td>19.26</td>
<td>23.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td>7.05</td>
<td>10.31</td>
<td>12.35</td>
<td>15.66</td>
<td>19.39</td>
<td>23.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.86</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>0.10</td>
<td></td>
<td>6.87</td>
<td>9.28</td>
<td>12.15</td>
<td>15.47</td>
<td>19.22</td>
<td>23.57</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.86</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>0.05</td>
<td>0.50</td>
<td>5.25</td>
<td>7.30</td>
<td>9.72</td>
<td>12.06</td>
<td>15.82</td>
<td>19.48</td>
<td>23.53</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.88</td>
<td>0.86</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>0.90</td>
<td></td>
<td>5.47</td>
<td>7.45</td>
<td>9.83</td>
<td>12.64</td>
<td>15.86</td>
<td>19.49</td>
<td>23.51</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.88</td>
<td>0.86</td>
<td>0.85</td>
<td>0.85</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
</tr>
</tbody>
</table>

$z$ = parameter of epistasis; $r$ = recombination; $S$ = strength of selection; max $V_A$ = maximum additive variance without selection.
selected (this procedure does not exactly correspond to the model of mass stabilizing selection considered in the present paper). There was a statistically significant decrease in the phenotypic variance under selection as compared to the control, but the reduction was not very large (15%) even after 95 generations. There was no significant change in the estimated additive variance, and only a very slight change in the heritability. The authors of both experiments offer a number of explanations for their results without invoking epistasis. However, as the additive-multiplicative model demonstrates, epistasis may also be an explanation.

Another interesting prediction of the additive-multiplicative model is that the "hidden" additive genotypic variation can increase with stronger epistasis (Table 2). For example, in the case of four loci with \( r = 0.25 \) and \( S = 0.5 \), the amount of "hidden" additive variation is 6.91 when \( z = 0.5 \) (weaker epistasis) and 23.39 when \( z = 1.0 \) (strong epistasis). The ratio of the "hidden" additive variation to the maximum possible under linkage equilibrium is also lower when \( z = 0.5 \) than when \( z = 1.0 \) (0.77 vs. 0.93). This indicates once again that the additive (or epistatic) component of genotypic variance may not be a good measure of the strength of epistasis.

The main conclusions of this paper are not limited to the sets of parameters actually used in computations and by the constraints imposed on the model to facilitate the computations. The symmetry constraints (9) due to the assumption of no dominance, equivalent loci and equal recombination coefficients are not critical for the existence of a stable "total polymorphism." For example, a three-locus model with the effects of loci being not as in (2) but as in Table 3 incorporates dominance and unequal effects of loci. With the strictly multiplicative interaction of loci (\( z = 1 \)) and with the recombination coefficients \( r_{AB} = 0.1 \) and \( r_{BC} = 0.25 \), such a genetic system, although quite asymmetric, maintains under stabilizing selection (4) with \( S = 0.5 \) a stable equilibrium with all three loci being polymorphic: \( p_A = 0.187 \), \( p_B = 0.208 \), \( p_C = 0.238 \).

Only selection with the "optimum" being exactly in the middle of the range of genotypic values was discussed in this paper. It is worth noting that neither dominance (LEWONTIN 1964) nor unequal effects of loci (GALE and KEARSEY 1968; KEARSEY and GALE 1968) are capable of maintaining stable polymorphism with such an optimum. Computations show that the exact position of the optimum is not critical for the maintenance of a stable polymorphism by the additive-multiplicative model. For example, in the case of purely multiplicative interaction between three loci, when \( X_{\text{min}} = 0 \) and \( X_{\text{max}} = 8 \), a polymorphism can be maintained for a range of optima between 1.2 and 5.8. Moreover, shifting the optimum from being exactly in the middle may result in additional stable polymorphisms. Consider, for example, a character controlled by three loci with \( z = 0.5 \) and \( r = 0.5 \) under stabilizing selection of strength \( S = 0.9 \). The range of genotypic values for such a character is between 0 and 7.0. If \( \theta = 3.5 \), i.e., the optimum is exactly in the middle of the range of the genotypic values, there is no stable equilibria with all three loci being polymorphic (Table 1). If, however, \( \theta \) is shifted to 4.5, there is a stable equilibrium with allelic frequencies greater than 0.12 in all of the loci.

Many conclusions about quantitative characters reported in the literature are based on the additive approximation of gene action which ignores epistasis. The additive-multiplicative model discussed in this paper represents an extension of the additive model incorporating epistasis. This extension, being a step away from the traditional model, leads to new and important conclusions: mutations may not be needed in order for a high level of genotypic variation to be maintained in a population under stabilizing selection on a quantitative character and in order for a large amount of additive variation to be "hidden" in such a population. Mutations are, of course, indispensable as the main source of new heritable variation, and there is always going to be some genotypic variation maintained due to a balance between stabilizing selection and mutations. However, "mutation-selection balance" may not be the main mechanism responsible for the maintenance of heritable variation in natural populations.

I am very grateful to B. CHARLESWORTH, J. CROW, R. LANDE, T. NAGYLAKI, A. ORR, S. ORZACK, M. ROSE and M. WADE for their criticism and important suggestions. This work was supported in part by U.S. Public Health Service grant GM27120 (United States) and by a grant from Consiglio Nazionale delle Ricerche (Italy). I wish to express my gratitude to E. BOTTINI for his help.
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### Table 3

<table>
<thead>
<tr>
<th>Locus A</th>
<th>Genotype</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Aa</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>aa</td>
<td>2.00</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Locus B</th>
<th>Genotype</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>BB</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Bb</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>bb</td>
<td>2.00</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Locus C</th>
<th>Genotype</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Cc</td>
<td>1.40</td>
<td></td>
</tr>
<tr>
<td>cc</td>
<td>2.40</td>
<td></td>
</tr>
</tbody>
</table>

}\
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 APPENDIX A

 Maximum genotypic variance in the two-locus case: Given that allic frequencies are the same in both loci, i.e., p = p = p, a straightforward calculation of the variance for the genotypic values deﬁned by (2) and (3) under the assumption of linkage and Hardy-Weinberg equilibrium yields

 \[ V = 4p(1-p)(3z^2P^2 - z(3z + 4)p + (z + 1)^2). \] (A1)

 Differentiating the right side of this with respect to p results in the following cubic equation for the allic frequencies delivering an extremum of V:

 \[ 12z^2p^3 - 6z(3z + 2)p^2 + 2(4z^2 + 6z + 1)p - (z + 1)^2 = 0. \] (A2)

 For values of z between 0 and 1, this equation always has one, and only one, root in the interval 0 ≤ p ≤ 1. To prove this, we shall make use of Budan-Fourie theorem about the number of real roots of a polynomial (Ledermann and Vajda 1980).

 Denoting the right side of (A2) as f(p) and computing its value as well as the values of its derivatives up to the third at p = 0, we obtain

 \[ f(0) = -(z + 1)^2, \]

 \[ f'(0) = 2(4z^2 + 6z + 1), \]

 \[ f''(0) = -12(3z + 2), \]

 \[ f'''(0) = 72z^2. \] (A3)

 The values of f(p) and its derivatives at p = 1 are:

 \[ f(1) = (z - 1)^2, \]

 \[ f'(1) = 2(4z^2 - 6z + 1), \]

 \[ f''(1) = 12(3z - 2), \]

 \[ f'''(1) = 72z^2. \] (A4)

 The sequence of signs of the functions in (A3) is (+++), i.e., there are three sign changes. As for the sequence of signs in (A4), since f(1) and f''(1) are both positive, there can only be zero (in the case of f'(1) and f''(1) being both positive) or two (in all other cases) sign changes. It can be shown that f'(1) and f''(1) can be both positive only if z > 1. Consequently, for a value of z less than 1, there are two sign changes in A(4). If N(0) and N(1) stand for the number of sign changes in sequences (A3) and (A4), Budan-Fourie theorem states that the number of roots of Equation A2 in the interval 0 ≤ p ≤ 1 is equal to the difference, N(0) - N(1), or less than it by an even number. Since the difference in our case is 1, Equation A2 has exactly one root in the interval between 0 and 1, and, hence, the genotypic variance (A1) has exactly one extremum. That this extremum is the maximum follows from the fact that the variance becomes zero at p = 0 and p = 1.

 Maximum additive genotypic variance in the two-locus case: Following Crow and Kimura (1970, pp. 125–127), the additive genotypic variance in a linkage and Hardy-Weinberg equilibrium can be obtained as

 \[ Va = 4[a(1 - p)(1 - z) - (1 - z)]^2 \] (A5)

 Differentiating this with respect to p results in the following equation for the values of p delivering extrema:

 \[ 8zp^2 - 2p(1 + 4z) + 1 + z = 0. \] (A6)

 For z between 0 and 1, this quadratic equation always has one, and only one, root in the interval 0 ≤ p ≤ 1:

 \[ p = (1 + 4z - \sqrt{8}(1 + z)^2)/8z. \] (A7)

 Since Va is zero when p = 0 and p = 1, the value of p in (A9) delivers the maximum of the additive variance.

 APPENDIX B

 The standard equation used for predicting a response to selection is

 \[ R = k^2D. \] (B1)

 (Falconer 1960), where the selection differential, D, is the difference between the mean among selected individuals and the population mean; the response, R, is the difference between the mean among offspring and the population mean in the previous generation; the heritability, \( A^2 \), is the ratio of the additive to the total variance. Consider a quantitative character with an epistatic interaction between loci maintained in an equilibrium by some form of selection producing linkage disequilibrium of gametes. Assume that selection is relaxed in some generation. The selection differential, D, will, obviously,
be zero in this generation, and Equation B1 predicts a zero response, independent of the value of additive variance. Yet, recombination will change the gametic frequencies even in the absence of selection. Therefore, the mean value of a character with epistasis, which depends not on the allelic but on the gametic frequencies, may also change. This will result in a non-zero response, contrary to the prediction of Equation B1.

APPENDIX C

A sufficient condition for an equilibrium polymorphism to be locally stable is that any (just one) random perturbation of the equilibrium frequencies converges back to the equilibrium. Indeed, if an equilibrium is unstable, then even if there exists a manifold of trajectories passing through this equilibrium, the dimensionality of such a manifold is lower than that of the total dynamic space. Since the probability for a random point to fall on such a manifold is theoretically zero, the probability of a random perturbation from an unstable equilibrium to converge back to the equilibrium is also theoretically zero. Consequently, if a random perturbation converges back to an equilibrium, it is locally stable. This is only a sufficient condition, since a random perturbation may not return to a stable equilibrium if it fell outside of the domain of attraction of the equilibrium. It is, therefore, possible to misclassify an unstable equilibrium as stable. The rounding computational errors make the probability of a random point falling on a manifold different from zero when a computer is employed. Since rounding errors in modern computers are very small, a couple of random perturbations should be sufficient to demonstrate the local stability of an equilibrium.

APPENDIX D

To obtain the coefficient of linear offspring-parent regression in a population at equilibrium, the covariance between the parental, $x_p$, and offspring, $x_o$, genotypic values was calculated:

$$
\text{cov} = \sum_{g'} \sum_{g''} x(g', g'')x(g', g'')H(g', g'')/\hat{W} - M_p,
$$

where $g'$, $g''$, and $g'''$ are the gametes constituting the offspring and parental genotypes, respectively; $\hat{q}$ is the equilibrium gametic frequency and $\hat{W}$ is the equilibrium average fitness. The computation of $x_o$ and $x_p$ as functions of the genotypes is discussed in the main text. The function $H$ and the individual fitnesses, $w$, are also discussed in the main text. $M_o$ and $M_p$ are the mean genotypic values among the offspring and parents, respectively:

$$
M_o = \sum_{g'} \sum_{g''} x(g', g'')\hat{q}(g', g'')/\hat{W} - M_p.
$$

The linear regression coefficient is obtained as the ratio of the above covariance over the parental genotypic variance,

$$
V_p = \sum_{g'} \sum_{g''} x^2(g', g'')\hat{q}(g', g'')w(g', g'')/\hat{W} - M_p^2.
$$

(D3)