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#### Abstract

Mendelian randomization is the use of genetic variants as instrumental variables to estimate causal effects of risk factors on outcomes. The total causal effect of a risk factor is the change in the outcome resulting from intervening on the risk factor. This total causal effect may potentially encompass multiple mediating mechanisms. For a proposed mediator, the direct effect of the risk factor is the change in the outcome resulting from a change in the risk factor, keeping the mediator constant. A difference between the total effect and the direct effect indicates that the causal pathway from the risk factor to the outcome acts at least in part via the mediator (an indirect effect). Here, we show that Mendelian randomization estimates of total and direct effects can be obtained using summarized data on genetic associations with the risk factor, mediator, and outcome, potentially from different data sources. We perform simulations to test the validity of this approach when there is unmeasured confounding and/or bidirectional effects between the risk factor and mediator. We illustrate this method using the relationship between age at menarche and risk of breast cancer, with body mass index (BMI) as a potential mediator. We show an inverse direct causal effect of age at menarche on risk of breast cancer (independent of BMI), and a positive indirect effect via BMI. In conclusion, multivariable Mendelian randomization using summarized genetic data provides a rapid and accessible analytic strategy that can be undertaken using publicly available data to better understand causal mechanisms.
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MENDELIAN randomization is the use of genetic variants as instrumental variables to assess and estimate the causal effect of a risk factor on an outcome (Davey Smith and Ebrahim 2003; Burgess and Thompson 2015b). A risk factor has a causal effect on an outcome if intervening on the risk factor leads to changes in the outcome. Correlation between a risk factor and an outcome may arise because the risk factor is a cause of the outcome. However, it may also reflect confounding (the risk factor and outcome have common causes) or reverse causation (the outcome is a cause of the risk factor). Instrumental variable

[^0]analysis represents one way of assessing whether there is a causal effect of the risk factor on the outcome under certain assumptions using observational data.

For a genetic variant to be a valid instrumental variable, it must satisfy three assumptions. First, the genetic variant must be associated with the risk factor. Second, the genetic variant must not be associated with confounders of the risk factor-to-outcome association. Third, the genetic variant must not affect the outcome except via the risk factor of interest (no direct effect on the outcome) (Greenland 2000; Lawlor et al. 2008). Whereas phenotypic variables tend to display widespread correlations with other phenotypes, genetic variants are often more specific in their associations (Davey Smith et al. 2007), meaning that Mendelian randomization investigations are less susceptible to biases from confounding that adversely affect observational studies. Additionally, as the genetic code is fixed at conception, genetic associations are less susceptible to reverse causation or confounding due to environmental factors.

The instrumental variable assumptions can be assessed to some extent by testing for associations between the genetic variants and potential measured confounders (Burgess et al. 2015c). However, it is possible that a covariate associated with a genetic variant is not a confounder, but rather a mediator on the causal pathway from the risk factor to the outcome (Haycock et al. 2016). This is particularly likely if several variants all have directionally concordant associations with the same covariate. Genetic associations with a mediator may not represent pleiotropic effects of the variants, but rather represent downstream consequences of intervening on the risk factor. In such a case, the genetic variants are still valid instruments, as the only causal pathway from the variants to the outcome is via the risk factor (and potentially also via the mediator).

In many scenarios, it is relevant not only whether the risk factor is a cause of the outcome, but also via what mechanism this causal effect acts. Mediation analysis can be used to dissect the total causal effect of the risk factor on the outcome into an indirect effect of the risk factor on the outcome via the mediator, and a direct effect of the risk factor on the outcome not via the mediator (possibly via other causal pathways or other mediators) (VanderWeele and Vansteelandt 2009). This is illustrated in Figure 1. The total effect is defined as the change in the outcome resulting from intervening on the risk factor (say, increasing its value by 1 unit). The direct effect is the change in the outcome resulting from intervening on the risk factor but holding the mediator constant. The indirect effect is the change in the outcome resulting from manipulating the value of the mediator as if we had intervened on the risk factor, but in fact holding the risk factor constant. If all variables are continuous, and all relationships between variables are linear, then the total effect is equal to the direct effect plus the indirect effect. Formally, a direct effect defined by intervening on the risk factor and mediator separately is a controlled direct effect, which does not have a counterpart indirect effect. If all relationships are linear, then the controlled direct effect is equal to the natural direct effect, which does have a counterpart, the natural indirect effect. Full details are provided in the Supplemental Material, File S1 A.1.

Mendelian randomization analyses using summarized data have recently become widespread due to the increasing public availability of suitable data in large sample sizes from genomewide association studies (GWAS) consortia, and the possibility of "two-sample" Mendelian randomization in which genetic associations with the risk factor and outcome are estimated in different samples (Burgess et al. 2015c). It has previously been demonstrated that a (univariable) Mendelian randomization estimate can be obtained from summarized data [ $\beta$-coefficients and standard error (SE)] by regressing genetic associations with the outcome on genetic associations with the risk factor (Burgess et al. 2016). This represents the total effect of the risk factor on the outcome. It has also been demonstrated that direct causal effects of related risk factors can be estimated by regressing genetic associations with the outcome on genetic associations with each of the risk factors in a multivariable regression model; this is referred to as multivariable Mendelian randomization (Burgess and Thompson 2015a).


Figure 1 Total effect of risk factor on outcome comprises an indirect effect (hollow arrows) via mediator, and a direct effect (solid arrow) via other pathways.

We have previously investigated mediation using genetic variants as instrumental variables using individual-level data under the name "network Mendelian randomization" (Burgess et al. 2015a). In this report, we demonstrate how the total effect and the direct effect of the risk factor on the outcome can be estimated from summarized data. We consider the assumptions necessary for genetic variants to satisfy for consistent estimation, and we exemplify how these estimates can be used to interrogate causal mechanisms with an applied example of the effect of age at menarche on breast cancer risk, with body mass index (BMI) as a potential mediator.

## Methods

## Assumed framework of summarized data and genetic associations

We initially assume that all variables are continuous, and relationships between variables (in particular, the genetic associations with the risk factor $X$, mediator $M$, and outcome $Y$, and the causal effects of the risk factor and mediator on the outcome, and of the risk factor on the mediator) are linear with no effect modification (that is, they are the same for all individuals in the population and do not vary for different values of the independent variable). For each genetic variant $G_{j}(j=1,2, \ldots, J)$, we assume that we have an estimate $\hat{\beta}_{X j}$ of the association of the genetic variant with the risk factor obtained from linear regression. Similar association estimates are assumed to be available for the mediator $\left(\hat{\beta}_{M j}\right)$ and outcome $\left(\hat{\beta}_{Y j}\right)$. The SE of the association estimate with the outcome is $\operatorname{se}\left(\hat{\beta}_{Y j}\right)$. If any of the variables is binary, then these summarized association estimates may be replaced with association estimates from logistic regression; more detail on the binary outcome case is provided later in the paper. The relationships between these variables are illustrated in Figure 2.

We also assume that all genetic variants are uncorrelated (that is, not in linkage disequilibrium). Although conventional instrumental variable methods for analyzing summarized data from correlated variants have been developed (Burgess et al. 2016), and software code for analyzing correlated variants is provided in the File S1, as we shall see later there are problems of identification in the mediation setting that may be accentuated by the use of correlated variants. Although this is a strict assumption, often genetic variants in Mendelian randomization investigations are chosen to be the top hits from different gene regions identified by a GWAS, and so the assumption is naturally satisfied. The method makes no specific requirements for the level of statistical significance of the associations between the genetic variants and


Figure 2 Graphical diagram of relationships between risk factor $(X)$, mediator $(M)$, outcome $(Y)$, and genetic variant $\left(G_{j}\right)$. Causal relationships between variables are indicated by solid lines. Associations of the genetic variant are indicated by dashed lines. The direct effect $\theta_{D}=\theta_{2}$. The indirect effect $\theta_{l}=\theta_{1} \theta_{3}$. The total effect $\theta_{T}=\theta_{D}+\theta_{l}=\theta_{2}+\theta_{1} \theta_{3}$.
the risk factor, but variants with robustly verified associations represent more informative instrumental variables.

## Weighted regression for estimation of total and direct effects

If $\hat{\beta}_{X j}, \hat{\beta}_{M j}$, and $\hat{\beta}_{Y j}$ are the genetic associations of variant $G_{j}$ $(j=1,2, \ldots, J)$ with the risk factor $(X)$, mediator ( $M$ ), and outcome $(Y)$, and $\operatorname{se}\left(\hat{\beta}_{Y j}\right)$ are the SE of the genetic associations with the outcome, then the weighted regression:

$$
\begin{equation*}
\hat{\beta}_{Y j}=\theta_{T} \hat{\beta}_{X j}+\epsilon_{T j}, \quad \epsilon_{T j} \sim \mathcal{N}\left(0, \operatorname{se}\left(\hat{\beta}_{Y j}\right)^{2}\right) \tag{1}
\end{equation*}
$$

provides an estimate of the total effect of the risk factor on the outcome $\theta_{T}$, known as the inverse-variance weighted estimate (Burgess et al. 2013). This regression model does not take into account uncertainty in the genetic associations with the risk factor; however, these associations are typically more precisely estimated than those with the outcome, and ignoring this uncertainty does not lead to inflated Type 1 error rates in realistic scenarios (Burgess et al. 2013).

The inverse-variance weighted estimate can be motivated as the fixed-effect meta-analysis pooled estimate of the variantspecific causal estimates $\hat{\beta}_{Y j} / \hat{\beta}_{X j}$ with SE taken as se $\left(\hat{\beta}_{Y j}\right) / \hat{\beta}_{X j}$ (the leading order term from the delta expansion for the SE of the ratio of two variables). This meta-analysis estimate can also be obtained by the weighted regression model in Equation (1) (Thompson and Sharp 1999). The weighted regression model can be expanded by including genetic associations with the mediator:

$$
\begin{equation*}
\hat{\beta}_{Y j}=\theta_{D} \hat{\beta}_{X j}+\theta_{M} \hat{\beta}_{M j}+\epsilon_{D j}, \quad \epsilon_{D j} \sim \mathcal{N}\left(0, \operatorname{se}\left(\hat{\beta}_{Y j}\right)^{2}\right) \tag{2}
\end{equation*}
$$

to provide an estimate of the direct effect $\theta_{D}$. The weighted regression method for calculating the total effect (Equation 1) is equivalent to the two-stage least squares (2SLS) method with individual-level data, in which the first stage of the method regresses the risk factor on the genetic variants, and the second stage regresses the outcome on fitted values of risk factor (Burgess et al. 2016). The weighted regression method for calculating the direct effect (Equation 2) is also equivalent to a two-stage regression method, except that the first stage also regresses the mediator on the genetic variants,
and the second stage regresses the outcome on fitted values of the risk factor and fitted values of the mediator (Burgess et al. 2015b); this same two-stage procedure could be undertaken to estimate a direct effect if individual-level data were available (Burgess et al. 2015a). Software code to implement these analyses using summarized data are provided in File S1 A.2. With a continuous outcome, the indirect effect of the risk factor on the outcome can be calculated as $\theta_{I}=\theta_{T}-\theta_{D}$, or alternatively as $\theta_{I}=\theta_{A} \times \theta_{M}$, where $\theta_{A}$ is the causal effect of the risk factor on the mediator, and $\theta_{M}$ is the effect of the mediator on the outcome as in Equation (2). Approaches for making inferences on the indirect effect are discussed in File S1 A.3.

For consistent estimation, it is required that all genetic variants used to estimate the total effect of the risk factor on the outcome satisfy the standard assumptions of Mendelian randomization: they are associated with the risk factor, not associated with confounders, and there is no pathway from any genetic variant to the outcome except via the risk factor. All variants used to estimate the direct effect of the risk factor on the outcome must satisfy the assumptions of multivariable Mendelian randomization: they are associated with the risk factor and/or mediator, not associated with confounders, and there is no pathway from any genetic variant to the outcome except via the risk factor and/or the mediator (Burgess and Thompson 2015a).

## Identification of the direct effect

If the genetic associations with the mediator are entirely determined by their associations with the risk factor, then, with an infinite sample size (if associations are perfectly linear with no heterogeneity), the direct effect would not be identified, as the genetic associations with the risk factor and mediator would be perfectly correlated. Hence, it is necessary for there to be some heterogeneity in the genetic associations or the relationships between the variables. This may occur for a complex risk factor such as BMI, where different genetic variants may influence BMI in different ways or via different biological pathways, potentially leading to different magnitudes of causal effect on the mediator.

To illustrate this statistically, we consider a framework conceptually similar to that in a random-effects meta-analysis, in which there is variant-specific heterogeneity for the effect of the risk factor on the mediator. We suppose that the mediator $M_{i}$ for different individuals in the population indexed by $i$ is generated as a linear combination of the risk factor $X_{i}$ and an error term $\eta_{i}$ :

$$
\begin{equation*}
M_{i}=\alpha_{0}+\left(\alpha_{X}+\sum_{j} \psi_{j} g_{i j}\right) X_{i}+\eta_{i} \tag{3}
\end{equation*}
$$

where $\psi_{j}$ is a zero-mean interaction term leading to heterogeneity in the risk factor-mediator causal effect, and hence heterogeneity in the genetic associations with the mediator. This is equivalent to adding zero-mean noise to the genemediator and gene-outcome association estimates. It provides identification and consistent estimation in the Mendelian randomization analysis for the direct effect (estimates of the total effect would be attenuated, although causal inferences for the total effect would still be valid).

Alternatively, we could allow the genetic variants to have direct (pleiotropic) effects on the mediator:

$$
\begin{equation*}
M_{i}=\alpha_{0}+\alpha_{X} X_{i}+\sum_{j} \psi_{j}^{\prime} g_{i j}+\eta_{i}^{\prime} \tag{4}
\end{equation*}
$$

where again the $\psi_{j}^{\prime}$ parameters have mean zero; a situation known as "balanced pleiotropy." Although this formally leads to violation of the instrumental variable assumptions, it has been shown that such "balanced pleiotropy" does not lead to bias in causal estimates asymptotically provided that the pleiotropic effects are independent of the instrument strength (the $\alpha_{X}$ parameters) (Bowden et al. 2015).

In an ideal situation, if there are additional genetic variants that are instrumental variables for the mediator, then these variants could be included in the multivariable Mendelian randomization analysis. However, such variants are not valid instrumental variables for the risk factor, and so should not be used to estimate the total causal effect of the risk factor on the outcome.

## Results

## Applied example

As an illustrative example, we consider the causal effect of age at menarche on breast cancer risk. Numerous genetic variants have been discovered that influence age at menarche. Later puberty reduces the total number of ovulatory cycles and hence the life-time sex-hormone exposure, thus we expect later menarche to be protective for breast cancer. This is in line with observational epidemiological findings (Collaborative Group on Hormonal Factors in Breast Cancer 2012). However, later menarche is also associated with lower BMI, and it is known that genetically predicted BMI (and also adolescent BMI) is inversely associated with breast cancer risk (Baer et al. 2010; Guo et al. 2016). Therefore, age at menarche will likely have an indirect effect on breast cancer risk via BMI as well as a direct effect (in the opposite direction) not via BMI.

We have taken 375 genetic variants demonstrated to be associated with age at menarche at a genome-wide level of significance (Day et al. 2017). Genetic associations with age at menarche (measured in years) were obtained from the Reprogen consortium based on 329,000 women of European descent. Genetic associations with BMI were obtained from the GIANT consortium, based on 339,000 individuals, $95 \%$ of whom are of European descent (Locke et al. 2015). Genetic associations with breast cancer risk were obtained from the Breast Cancer Association Consortium (BCAC) on 47,000 cases and 43,000 controls (all female) of European descent (Michailidou et al. 2015). Although genetic associations with BMI were estimated at different timepoints for different studies in the GIANT consortium, as genetic variants typically influence variables across the whole life-course, it is not crucial when these associations are measured, provided that they are measured in individuals before they have disease events (to prevent reverse causation, see Discussion for more
detail). A more detailed analysis of these same data (although based on the individual-level data) was previously reported by Day et al. (2017); further details relating to applied aspects of the analysis are provided in that paper.

Univariable Mendelian randomization suggested a null effect of age at menarche on breast cancer risk (odds ratio per 1 year later menarche 1.00, 95\% confidence interval (CI) $0.96,1.05)$. However, a multivariable Mendelian randomization analysis adjusting for genetic associations with BMI suggested a protective direct effect of later age at menarche (odds ratio $0.94,95 \%$ CI $0.89,0.98$ ). This suggests that an intervention to delay menarche would have no net effect on breast cancer risk if it also had the expected consequence of lowering adolescent BMI (or, similarly, if the delay in menarche was achieved by reducing prepubertal BMI). However, an intervention which had an effect on postpubertal sexhormone exposure equivalent to a later menarche would be likely to have a protective effect on breast cancer risk, as such an intervention could not affect pubertal timing and hence would not alter BMI; hence, only the direct effect of age at menarche on breast cancer risk would apply here. We note that the results presented here using the summary statistics method are, to two decimal places, identical to those computed using individual-level BCAC data, and reported in Day et al. (2017). As the outcome is binary, we do not provide an estimate of an indirect causal effect (see Discussion).

## Simulation study

To validate the utility of the multivariable Mendelian randomization method for estimating a direct causal effect, we performed a simulation analysis. We generated data on 10 genetic variants, a risk factor $(X)$, mediator $(M)$, and outcome $(Y)$ for 10,000 individuals in a one-sample Mendelian randomization context. Full details of the simulation setup are provided in File S1 A.3. Briefly, we considered eight different sets of values of the parameters $\theta_{1}$ (the causal effect of $X$ on $M$ ), $\theta_{2}$ (the direct effect of $X$ on $Y$ ), and $\theta_{3}$ (the effect of $M$ on $Y$ )—see Figure 2. The indirect effect of $X$ on $Y$ via $M$ is $\theta_{1} \theta_{3}$, and the total effect of $X$ on $Y$ is $\theta_{2}+\theta_{1} \theta_{3}$. We included scenarios where there is no direct effect, no indirect effect, a direct effect and a directionally concordant indirect effect, and a direct effect and a directionally discordant indirect effect. Parameters were chosen to take realistic values and cover a range of scenarios; 10,000 simulated datasets were generated for each choice of parameter values. Heterogeneity to ensure identification of the model was generated by additionally allowing the genetic variants to affect the mediator directly; these effects were drawn from a normal distribution with mean zero.

For each simulated dataset, we performed univariable Mendelian randomization analyses to estimate the total causal effect of the risk factor on the outcome, and multivariable Mendelian randomization for the direct causal effect not via the mediator. Each analysis was performed by weighted regression using the summarized data only (genetic associations with the risk factor, mediator, and outcome: $\beta$-coefficients
plus SE). We assumed that all genetic variants were uncorrelated (no linkage disequilibrium); their distributions in the datagenerating model were independent. This assumption can be relaxed using generalized weighted linear regression as described elsewhere (Burgess et al. 2016).

Table 1 shows mean estimates of the total and direct effects, mean bias and SD of the estimates, and coverage of the $95 \%$ CI (the proportion of CI that include the true value of the parameter). The SE for the causal estimates were adjusted for underdispersion (residual SE in the regression model $<1$ ) as described in the software code. No correction for overdispersion was applied (Burgess and Thompson 2017). The Monte Carlo error (uncertainty due to the limited number of simulations) was $\sim 0.001$ for each mean estimate, and $0.2 \%$ for the coverage proportion. We see that mean univariable Mendelian randomization estimates are similar to the total causal effect, whereas mean multivariable Mendelian randomization estimates are similar to the direct causal effect in each scenario considered. Bias in the mean estimates is small throughout, and is likely to be due to weak instrument bias arising from the limited strength of the genetic variants (Burgess et al. 2011) (no bias was observed on repeating the simulation study with a sample size of $1,000,000$ for a small number of simulated datasets). Bias was consistent in direction for the total effect, but varied in direction for the direct effect. Coverage rates were close to nominal levels (95\%) throughout, except for when there was substantial weak instrument bias in estimates of the direct effect. There was no noticeable undercoverage resulting from the regression models failing to account for uncertainty in the genetic associations with the risk factor or mediator. Inferences for the indirect effect are discussed in File S1 A. 3 and presented in Table SA1 in File S1. Further results in File S1 A. 4 indicate that these findings hold even when there are bidirectional effects of the risk factor on the mediator and vice versa (as may be the case for age at menarche and BMI).

## Discussion

In this paper, we have demonstrated how summarized data on genetic associations can be used to investigate causal mechanisms, in particular whether the causal effect of a complex risk factor on an outcome acts via a given mediator. Although the assumptions required for a genetic variant to be an instrumental variable are very stringent, in other ways, the requirements necessary to perform this analysis are quite flexible-only summarized data on genetic associations are required. This allows for the leverage of data from large-scale GWAS consortia. As with two-sample Mendelian randomization (Pierce and Burgess 2013), the summarized data methods described here do not require the genetic associations with the risk factor, mediator, and outcome to be measured in the same individuals. For example, Eppinga et al. (2016) used genetic variants to investigate the effect of resting heart rate on mortality in UK Biobank. As a sensitivity analysis, they adjusted the genetic associations with the outcome for some
covariates using individual-level data to assess whether the effect of resting heart rate was mediated via any of those variables. Additionally, they adjusted for genetic associations with lipid fractions using the multivariable Mendelian randomization approach outlined here, as lipid measurements are currently not available in the dataset. Combining summary statistics from different sources is also important in the example of age at menarche and breast cancer here, as BMI measurements for breast cancer cases were only available postdiagnosis. These measurements would likely be influenced by the disease process, as well as by treatment and lifestyle changes. It is therefore preferable here to estimate the effects of the genetic variants on BMI in a separate dataset.

## Compatibility of datasets

When using genetic associations from multiple datasets in a two-sample Mendelian randomization setting, ideally the associations should be estimated on samples from the same underlying population. This is particularly important with regard to ethnicity, as different linkage disequilibrium structures can mean that genetic variants may be associated with the risk factor in one population and not in another, or be valid instruments in one population but not in another. Ideally, genetic associations should not be adjusted for covariates apart from principal components of ancestry, particularly if these covariates may be on causal pathways relating to the risk factor, mediator, or outcome. It is also important to ensure that genetic associations with the risk factor and mediator are estimated in individuals who have not had disease events, so that these associations are not influenced by reverse causation. However, even if associations are estimated in different datasets (say, associations with the risk factor are measured in 20-year olds and associations with the mediator in 50-year olds, or vice versa), as genetic variants typically influence variables across the whole life-course, inferences from Mendelian randomization for the causal null hypothesis should still be qualitatively valid, even if the parametric assumptions necessary for causal estimation are not satisfied (Burgess et al. 2016). In any case, as Mendelian randomization estimates represent the effect of changing people's genetic variants at conception, causal estimates from Mendelian randomization should not be interpreted too literally as the expected impact of intervening on the risk factor in practice (Burgess et al. 2012). These issues are discussed in greater detail in Burgess et al. (2016) and Bowden et al. (2017).

In the context of mediation, potential inconsistencies in genetic association estimates from different sources are more important. In univariable Mendelian randomization, if the genetic associations with the risk factor are misspecified, then the inverse-variance weighted estimate is still a weighted sum of the genetic associations with the outcome, and should differ from zero when the instrumental variable assumptions are satisfied if, and only if, there is a causal effect of the risk factor on the outcome. However, in multivariable Mendelian randomization, if genetic associations with the mediator are

Table 1 Mean, bias, SD, and coverage of $95 \% \mathrm{CI}$ (\%) of univariable and multivariable Mendelian randomization estimates across 10,000 simulated datasets for different mediation scenarios ( $X=$ risk factor, $M=$ mediator, $Y=$ outcome)

| $\theta_{1}$ | $\theta_{2}$ | $\theta_{3}$ | Total Effect | Direct Effect | Univariable (Total Effect) |  |  |  | Multivariable (Direct Effect) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(X \rightarrow M)$ | $(X \rightarrow Y)$ | $(M \rightarrow Y)$ | $\left(\theta_{2}+\theta_{1} \theta_{3}\right)$ | ( $\theta_{2}$ ) | Mean | Bias | SD | Coverage | Mean | Bias | SD | Coverage |
| 0.3 | 0.2 | 1 | 0.5 | 0.2 | 0.518 | 0.018 | 0.166 | 94.5 | 0.194 | -0.006 | 0.059 | 94.4 |
| 0.3 | 0.2 | -1 | -0.1 | 0.2 | -0.098 | 0.012 | 0.154 | 94.6 | 0.195 | -0.005 | 0.058 | 94.6 |
| 0.3 | -0.2 | 1 | 0.1 | -0.2 | 0.114 | 0.014 | 0.165 | 94.7 | -0.206 | -0.006 | 0.057 | 95.0 |
| -0.3 | -0.2 | 1 | -0.5 | -0.2 | -0.480 | 0.020 | 0.167 | 94.8 | -0.179 | 0.021 | 0.057 | 93.2 |
| 0.0 | 0.2 | 1 | 0.2 | 0.2 | 0.217 | 0.017 | 0.167 | 94.6 | 0.208 | 0.008 | 0.047 | 94.2 |
| 0.3 | 0.2 | 0 | 0.2 | 0.2 | 0.208 | 0.008 | 0.045 | 94.4 | 0.195 | -0.005 | 0.057 | 97.3 |
| 0.3 | 0.0 | 1 | 0.3 | 0.0 | 0.318 | 0.018 | 0.167 | 94.6 | -0.005 | -0.005 | 0.058 | 95.1 |
| -0.2 | 0.2 | 1 | 0.0 | 0.2 | 0.015 | 0.015 | 0.166 | 94.8 | 0.216 | 0.016 | 0.051 | 93.7 |

misspecified, then adjustment for genetic associations with the mediator may not fully attenuate the coefficient in the weighted regression for the effect of the risk factor, even in the case of complete mediation. Multiplying genetic associations by a constant would not affect the significance of coefficients in the weighted regression; hence, any differences between populations that would lead to consistent over or underestimation of genetic associations for all variants should not influence inferences from the methods presented here. However, differences that lead to inconsistent over or underestimation of genetic associations would adversely affect causal inferences. Therefore, genetic associations should be estimated in as similar populations as possible.

## Binary variables and nonlinear relationships

It is common for the outcome in a Mendelian randomization investigation to be a binary variable, such as disease status. In this case, typically genetic associations are obtained from logistic regression, and represent log odds ratios. Odds ratios are noncollapsible, meaning that they do not average intuitively, and they depend on the choice of covariate adjustment even in the absence of confounding (so conditional odds ratios differ in magnitude to marginal odds ratios) (Greenland et al. 1999). This means that differences between causal estimates from Equations (1) and (2) may arise due to noncollapsibility rather than mediation. However, these differences are likely to be slight (Burgess 2017). In practice, as in the applied example considered in this paper, we would recommend providing estimates of the total and direct effects, but not the indirect effect, as calculation of the indirect effect relies on the linearity of the relationships that cannot occur with a binary outcome. The total and direct effects still have interpretations as population-averaged causal effects (conditional on the mediator for the direct effect), representing the average change in the outcome resulting from intervening on the population distribution of the risk factor (while keeping the mediator constant for the direct effect) (Burgess and CRP CHD Genetics Collaboration 2013). Substantial differences between these estimates would still be informative about the causal pathway from the risk factor to the outcome.

Similarly, if there is a nonlinear relationship between the risk factor and outcome, the causal effects still have an in-
terpretation as population-averaged causal effects, representing the average change in the outcome resulting from intervening on the population distribution of the risk factor (Burgess et al. 2014). Again, we would recommend reporting a total effect and a direct effect, but not an indirect effect.

In conclusion, we hope that the methods outlined in this manuscript will be used widely in assessing and understanding causal pathways and mechanisms.
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